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This paper presents a simple general equilibrium model of an economy
where production and consumption occur in cities. The paper focuses on the
different sizes and types of cities generated by market forces and whether
these market forces generate optimum size cities. Before the model is pre-
sented, four complex questions are naively answered, revealing the most basic
concepts underlying the paper and intellectual debts to the existing litera-
ture.

Why does an economy have cities, in particular large cities, instead
of production and consumption being organized in homesteads spread out across
the countryside? We have population agglomeration or cities because there
are technological economies of scale in production and/or consumptibn and
because these activities are not space or land intensive {relative to, say,
agriculture}. Scale economies may occur at the final output level, at the
marketing level, or at the intermediate input level such as in transportation,
natural resource extraction, and capital and labour market development,

What Timits city size? Hypothesizing that agglomeration occurs due
to scale economies in production of a city's traded good, Mills [13] demon-
strates that activity associated with traded good production involves in-
creasing per unit resource costs. In particular, workers employed in traded
- good production must be housed. Mills assumes traded good production occurs
in the Central Business District (C.B.D.) and housing is located around the
C.B.D. People commute from their homes to work and back daily. As city size
and the area devoted to housing increase spatially, the average distance a
worker commutes and congestion necessarily increase. Therefore the per person
resource costs of commuting in terms of workers' time and expenditure on
transportaéfon facilities increase with city size. Efficient city size is

achieved when these increasing per person resource costs offset the initial




resource savings due to scale economy exploitation in traded good production.
This type of argument plays a crucial role in this paper.

Losch [11] and Beckman [2] argue city sizes are 1imited by the extent
of the market for their products. The determination of the market area of a
city involves trading off the benefits of further scale econony exploitation
with an increase in city size against the increased transportation costs of
having to sell the additional city production in markets farther from the
city. This proposition is discussed at the end of the paper.

Why do city sizes vary? City sizes may vary because of differing
efficiency of city organization and public good provision and differing access
to export and input markets. Even without these differences, city sizes would
differ. Different types of cities exist specializing in the production of
different traded goods. If these traded goods involve varying degrees of
scale economies, the average amount of increasing per person commuting costs
these cities can support varies under the Mills' model. Hence city size
varies, But why do cities specialize?

Providing there are no positive production benefits from locating
two industries together (such as using a common labour market), locating the
production of the two goods in the same city only works to raise total pro-
duction costs. Labourers employed in the two industries both contribute to
rising per person commuting costs, but scale economy exploitation occurs only
with labour employment within each industry. If we locate the industries
together, there are higher average per person commuting resource costs for
a given level of scale economy exploitation or industry employment within
either industry, than if we locate the industries in separate cities. This
is one reason why cities will tend to specialize in the production of differ-

ent traded goods. To be weighed against the specialization argument are the




transportation costs of executing trade between two or more specialized cities.
Goods such as retailing services are non-traded between cities because of high
transportation costs.

Note that cities will tend to specialize in bundles of goods. Within
each bundle of goods, the goods will utilize a common labour market such as
for electronics experts in television, radio, typewriters, photocopying, or
for industries employing separately the male and female workers from a house-
hold. Cities could have interconnected industries such as the tourist indus-
try and its facilities and the convention and specialized business and sales
training industries. Alternatively, within a bundle of goods, the goods
could use a common intermediate input that is difficult to transport. Examples
range from private industry intermediate inputs to public goods such as intra-
city transportation systems attracting warehousing and trucking industries,

The final question is whether the size different types of cities
attain in a market economy is optimal? City size may be non-optimal because
of inefficient pricing of congestion in commuting or of the output of goods
that are produced with economies of scale external to the firm or because of
other externalities such as pollution. While paying tribute to these prob-
lems, this paper will focus on another set of problems. These problems con-
cern the market forces that generate cities, especially the market forces
caused by the behaviour of capital owners, labourers, and firms.

In the paper, first the model of a single city is presented. How
factor rewards and cost of living vary with city size is analyzed. Given
these results, the paper presents an analysis of market equilibrium and
optimum city size, Finally equilibrium in an economy with multiple types
of cities is examined. At the end of the paper we discuss how natural re-

sources and transportation costs in trade can be integrated into the model.




Throughout the paper, it is assumed capital and labour are scarce
resources and perfectly mobile within the economy. The economy is situated
on a flat featureless plain, large enough so land per se is never a scare
reéource (although location will be a scare factor). This non-critical
assumption implies the opportunity cost of Tand is zero. There are no speci-

fied transport costs of inter-city trade.

1. THE MODEL OF A CITY

The model of a single city is presented in this section and solved
for factor reward equations. Factor rewards will be a function of the quan-
tity of capital and labour employed in the city and the price of the city's
export good. In the next section, factor reward equations are analyzed to
solve for equilibrium and optimum city size. For example, when solving for
optimum city size, the goal will be to maximize deflated factor rewards which
will reflect a maximization of the consumption bundle available to the city
and economy.

Although the model presented here is very different from the Mills
[13] model, its prototype is the Mills' model. The city produces an export
~good 1in the Central Business District (C.B.D.) and housing in the area sur-
rounding the C.B.D. Workers commute daily to and from the C.B.D. It is

hypothesized that non-C.B.D. employment in residential shopping centers and

suburban manufacturing plants is a secondary feature of urban organization.
This employment is closely linked to the spatial and economic structure of
the core city affecting and being affected by its rent pattern and economic
characteristics. Economic activity in de-centralized areas of the city is
intertwinéd with activity in the C.B.D., particularly with respect to the

range or bundle of goods the city produces. When suburbs become virtually
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independent with Tittle Eross commuting to the core city and with weakened
interdependence in the primary and intermediate input structure of the manu-
facturing and service industries, they become economic cities in their own
right.

‘Production Conditions

The city produces a traded good, Xl, under conditions of increasing
returns to scale. These increasing returns to scale are hypothesized to be
internal to the industry in the city but external to the firm. The economies
of scale could be due to economies in developing the city labour and capital
markets or due to economies in the industry from utilizing an intermediate
input not specified separately in the production function.

The industry production function is

y 1701

.y B 4 -
1 L, 1K "IN "L, 0 v 8 v gy = L, 0<p <] (1)

where L,, N,, and K, are inputs of home or Tand sites, labour, and capital
respectively. p, represents the degree of increasing returns to scale (i.e.
(al tB,t gl)li -0, > 1) and the reason for production agglomeration at a
point in space. It is assumed for now that X, is sold by the city at a fixed
price, q,, set in national or international markets.

Because economies of scale are external to the firm, the firm views
itself as having a constant returns to scale production function (an econ-
omically non-critical assumption) and calculates marginal products accordingly.
For exémp]e, the marginal product of Tabour as seen by the firm is z; x,/n,
rather than the social marginal productiégj-xl/nl where Tower case X; and
N, refer to firm output. This divergence between private and social marginal

1

products preserves exhaustion of factor payments.” Perfect competition is

1. The points in this paragraph are documented in Chipman [5] and
Herberg and Kemp [7].




preserved because there are no economic barriers to entry; any entering firm
immediately benefits from the industry scale economies. However the diver-
gence between social and private marginal costs prevents the exact attainment
of a Pareto-optimum allocation of factors. This problem will be discussed
Tater in the paper, but does not play a major role in the analysis.

Within the city, housing services must be produced for Tabourers
employed in the production of X,. Housing services are an inter-city non-
traded good whose prices may consequently vary between cities of different
sizes. This price variation will -account for the variation in the cost of
Tiving between cities of different sizes in the model. Housing is produced

with constant returns to scale and inputs of capital, labour, and homesites,

Xy = NPl %, o ovg ta, = 1 (2)

In a spatial model, a homesite represents an input of raw land and a
spatial location in the city. If each city employs only one labourer util-
izing raw land to produce homesites is costless. (The opportunity cost of
raw. land was previously assumed to be zero.) As city size grows beyond the
homestead, in the first ring of housing around the production site, people
spend, say, one unit of time commuting to utilize their homesite. In the
second ring they must spend, say, two units of time to utilize the same size
homesite. As city size continues to expand people must spend more and more
time commuting to utilize their raw land and thus the average resource costs
of producing homesites or housing location increases with city size. This
increasing resource cost acts to offset the benefits of agglomeration in the
production of Xy.

Without crucial omissions in economic reasoning, for algebraic simpli-

city, the spatial world is collapsed into a non-spatial world in this paper.




It is hypothesized that the resulting model works "as if" it were a spatial
model; our results would be duplicated in a spatial model. Primarily the
concern is to capture the increasing average resource costs of commuting

that arise with increased city s1'ze.2

To do this, an input into housing
called homesites is specified.

Homesites or locations are produced with labour or commuting time
inputs; raw land is not specified in the production function since its oppor-
tunity cost is zero.

12y, 1<z<0 (3)

where L and Ny are homesite output and labour inputs respectively and z rep-
resents the degree of decreasing returns to scale implying rising average
resource costs of increased homesite production and city size. Furthermore
the degree of decreasing returns to scale, z, is assumed to increase with

city size. Specifically it is assumed
1/1-z = N,", -1<m=<0 (4)

where NA is city population, The reason for this assumption is algebraic and

will become apparent later in the paper.

2, The other crucial aspect of the commuting phenomenon in a spatial
model is Tand_rents. Residential location theory as in Muth [16], Alonso [1],
and Mills [13] tells us there is a spectrum of commuting costs and land rents
in a city. The land rents act as an ordering device so that people who live
nearer the C.B.D. and experience lower commuting costs pay higher rents to
offset their cost advantage relative to those further from the C.B.D. The
actual land itself involves no resource costs if its opportunity cost is zero.
The land rents are a transfer from renter to landowner reflecting the relative
“scarcity" of a tocation. As city size grows, land rents rise with commuting
costs,

In a non-spatial there is no role for an ordering device or spec-
trum of Tand rents and landowners. Rising resource costs of commuting are
captured but the location "scarcity" principle is not represented., However,
given Tand rents are essentially a transfer from renter to landowner, our
results concerning equilibrium and Pareto-optimum city size are unaffected.
But to the extent that rising land rents induce further substitution away from
homesite inputs in housing and X; production, the resource costs of the com-
muting phenomenon are ‘“underrepresented” in our model,




Note that in this spaceless mode}, every person buys equal amounts
of homesites at the same average price which rises with city size because of
decreasing returns to scale in homesite production, The price rise indicates
the rising resource costs of‘city size to be compared with the benefits of
agglomeration in X; production.

Parallel to the production specification of X;, the production of L
is assumed to occur with (dis)economies of scale external to the firm or
individual but internal to the industry. Intuitively, this says when an
additional person moves to the city, he imposes unpriced externalities on
the inhabitants of the city by raising their average commuting time as city

.size expands.3 Because of the externality L is priced at private not social
marginal cost and labour is paid the value of its private not social marginal
product, implying, as for X;, that factor payments are exhausted but output
is not Pareto-optimal,

The final equations on the production side of the model are the
resource and intermediate input employment equations where

Ny + N, + N, = N
(5)

where NA and KA are the labour force and capital stock of the city.4

3. This externality formulation may not be strictly correct in a
spatial model., For example, if lot size is fixed and there is no congestion,
when an additional person moves to the city edge, he affects no one else's
commuting costs and imposes no externality. If there is congestion or lot
size is variable, the new inhabitant theoretically affects all commuting
costs and lot sizes., See Muth [16], Chapters 2 and 3 on this point,

4, This is the appropriate place to introduce two equations that
will be used in footnotes later in the paper. Assuming firms through cost
minimization pay factors the value of their private marginal products, it is




To close the model, consumption conditions must be specified in order
to derive demand equations for the three consumer goods. In addition to X,
and X,, city inhabitants purchase an import good X,, at fixed price g,.

It s assumed that consumers have identical tastes and logarithmic
Tinear utility functions. These two assumptions allow us to maximize either
every individual's utility function or one utility function for the whole
society and obtain identical equilibrium conditions. Utility is maximized
subject to income, Y, and output prices where q, and q, are fixed and-q3 is
free to vary with city size, Y is determined as follows.

In the case of labour income, labourers live in the city where they
work and therefore it is assumed that all Tabour income earned in the city
is spent in the city. Capital owners are not constrained to live in the city
where their capital rentals are earned, They may live in the countryside
of our flat featureless piain, in other cities, or in other countries. Cities
may be net borrowers or net lenders with respect to the proportion of capital
rentals earned versus spent in the city. Given this problem, two alternative
‘polar assumptions are made.

‘Assumption A. A1l capital owners live in the cities of this economy

and also work as labourers, Since capital ownership could be unevenly dist-

ributed amongst labourers and cities, any one city could be a net borrower

4, Continued.
well known the following indirect production and cost functions may be derived.

-8 - -B./p 1 -8 - -
X; = 8, 1/Pq o, 01/0y By 61/, a, /ey Py /04 P JUS Pk B/,

,q3
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or lender. To avoid probiems of arbitrarily declaring some cities net lenders
and others net borrowers as well as other problems discussed below, we assume
capital ownership is evenly divided amongst labourers, Then the proportion
of capital rentals earned to capital rentals spent in the city will be one
{until section 3, we assume the capital-labour ratios of the city and country
are the same). However it is not-assumed that the capital owners who live in
a city invest in that city. They can invest in other cities while capital
owners in other cities invest in their city.

Assumption B. Capital owners are a separate group of people who do

not work as labourers and who live in the countryside or other countries.

No capital rentals are spent in the cities of this economy. Later we will
see this assumption affects city size relative to assumption A, becéuse less
income and production resources are devoted to homesites in the city and
housing and the prices of these goods to labourers rise more slowly with city
size.

Given the real world is a mixture of these polar cases, they have
been isolated because they imply polar differences in optimal investment be-
haviour of capital owners and in equilibrium and optimum city size. The
arguments will pivot on the fact that, under assumption A, the welfare of
capital owners who live in cities is influenced by the city cost of Tiving.
Also as mentioned above, the fact capital rentals are spent in the cities
increases the relative amounts of resources devoted to homesite and housing
production in cities and the cost of these. Neither of these facts pertain
to assumption B,

To summarize our consumption conditions, for the city

U= x3OxS atbtc = 1 (7)

is maximized subject to, for assumption A and B respectively, either
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Y = pNNA + pKKA or Y = oy

From utility maximization, demand equations can be obtained such that

C C c
Xy = aY/qy, X; = bY¥/g,, X; = cV/q, (8)

where the superscript C [P] refers to goods consumed [produced] in the city.
Balance of payments equilibrium in trade requires exports equal imports plus
net capital rental outflows or that

P C _
Xj0; - X[a; = X,q, + kpK,

where k is the proportion of capital rentals earned in the city leaving the
city. k equals one or zero under assumption B or A respective]y.5
By substituting equations (8) into (7) the indirect utility function

bc b  -c

U = a%’c%y q" q,™ g, (9)

is obtained where y is the income of the.person whose utility is being

examined. This formulation will be utilized throughout the paper.

2, SOLUTION OF THE MODEL FOR A CITY

From the consumption and production equations of the mode] city out-
put, factor payments, and the price of homesite and housing can be solved
for in terms of city employment of capital (KA) and Tabour (NA)’ and prices
of traded goods, q, and q, which are fixed in this section. The solutions
are obtained by combining the value of private marginal product equations
and consumer demand equations obtained by normal optimization behaviour with

the full employment equations. The actual method of solution may'be found

5. Equation (8) for X after substituting in the different values
for Y becomes under (a) assumption A: X; = c/l-c qIXIP and (b} assumption
B: X, = CPy NA/qs.
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in Henderson (1972) or pieced together from the footnote below.6

Here the appropriate expressions for factor rewards in terms of KA
and NA are presented and in the next section we show how factor rewards vary
with city size. The variation in factor rewards will lead to the conclusion
that there is an efficient size of city; i.e., one that maximizes factor
rewards. First we must discover what the appropriate measures of factor
rewards are -- measures reflecting the welfare of factor owners, which we
wish to maximize.

For labourers the appropriate measure of factor rewards is some index
of utility. Since, by assumption, labourers Tive in cities, their utility
is affected by the wage rate and the city cost of 1iving or housing, as
indicated by equation (9}. Not only does equation (9) give a measure of the
welfare of labourers, but it indicates their behavior in choosing a city to
]ive‘in, since they will choose the city that maximizes their welfare. In
discussing both market equilibrium and optimum city size, changes in utility
with city size will be examined. The different values that utility assumes

with changing city size will form a utility path,

6. The steps to attain our solutions are as follows. First we
multiple the factor or intermediate resource supply equations, (5) and (6),
by Py Pgs and PL respectively. We then substitute in expressions for their

components from the value of factor marginal product equations; e.g., from
(1) and (3), Py = 9,z X or pN = p L. In the resulting three equations

for Xy, p L and q3X;, we substitute in the expression in footnote 4 and then
equation ~(3) for N,, and the expression in footnote 5, respectively. He
then have the three original resource supply equations in terms of Pus Pr s

r L

Py NA-and KA' By adding the equations originally derived from 1aboﬂ

and homesite supply, we get PL in terms of py, p,, and NA' We substitute
this expression for PL into “the equation ouigiﬁally from capital supply
and solve for p,. We take these equations for p, and p, and substitute them
back into the eguation originally from 1abour subp]y. 6ur solutions for Pye
bK, and p, may then be written out. We can use these to get expressions

for q, anh X, (see footnote 4) as well as utility (see equation (9)).
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For capital owners the distinction between variables governing market
or investment behaviour and the benefits or utility from such behaviour is
crucial. When making investment decisions, capita1 owners seek the Bighest

capital rental possible, regardless of where they 1ive. Since they are not

constrained to Tive in the city where their capital is employed or in any
city at all, the price of housing or cost of living in a particular city does
not influence their investment decisions.7 In terms of spending their
capital receipts, if capital owners 1ive outside cities in the countryside
or other countries as under assumption B, the city cost of living index does
not affect their welfare and they are best off maximizing capital rentals,
That is, they maximize the income variable entering their utility function

in equation (9), where the consumer prices (in particular housing) they pay
are independent of their investment returns in the cities of the economy.

If assumption A prevails and capital owners live in the cities of this
economy, the benefits of spending their capital receipts are affected by the
city cost of living. Since, as we will see, the capital rentals they earn
and the price they pay for housing are directly related to and affected by
city size, the ultimate consumer benefits they get from investing are indi-
cated by a utility index that includes capital rentals and housing prices.
Note for assumption A although we have assumed capital owners are also

labourers, we have dichotomized their income and actions by income source.

7. If one assumes capital is physically tied to the owner as for,
say, a small business owner, then he will move his business to maximize an
index of utility--the capital rentals deflated by a cost of living. For
example a small business owner in New York will demand a higher return on
his capital than if he Tived in Albany, simply due to cost of living differ-
ences,
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‘Under our current assumptions this separation is technically valid, at least
until section 3.8
Given the above discussion, the following equations for factor rewards
are given and will be used in the subsequent analysis of city size. (Their
derivation is described in footnote 6.) The exponents of the equations con-
tain production and consumption parameters including 1/1-z = NE, 0>m> -1,
‘the degree of decreasing returns to scale in homesite production. The con-
stants contain similar coefficients. The variables in the equations are

total city employment of capital and labour.

Assumption A. The location decision of labourers and their welfare

levels are reflected in the solution for the utility of a labourer (recall

all Tabourers receive identical income and have identical tastes).

. ul(I—C) + Ca3(1-91)|
A p~1-1 I )

N -b_j-c-a
U, = wquz h t

-B,-CBy + CB, + CBp ]
~(KA/NA) p]_‘]- :

i (a;(1-c) + caz(l-p )){1-Ny) - o, (1-c) ]
N

8. We assumed capital ownership is equally divided amongst labourers.
This assumption allows us to circumvent the effect of capital earnings upon
labour Tocation decisions, We hypothesized labourers move to equalize p
deflated by q3 between cities. Labourers will actually move to equalize py +
their share of pyK, both deflated by q3, the city cost of Tiving. pg is
exogenous to location decisions since it is determined by investment behavior
where p's are equalized between all cities. If capital ownership is evenly
divided amongst Tabourers and if all cities are of the same size and type
(as will be the case until section 3), q3 will be equal between cities. Thus
it will also be true that PytPg Kp/Np deflated by q; will be equal between
cities when py deflated by q; is. However if a city is a net Tender its
-capital earnings will be higher than that of a net borrower, which we will
see implies g3 or the city cost of living is higher. If. a net lender has a
higher q3, for py plus a share of EEK deflated by q3 to be equal between the
cities, py deflated by q3; must be relatively higher in the net lending city.
In the discussion to follow this would lead to minor variations in Py's
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where W, and t? are constants and aUN/a(KA/NA) > 0.

The investment decisions of capital owners are governed by their

“capital receipts where

. ulNE l-p, -8, - al(l-NE)-p1
pl—I pl-l pl-}.
Py = Gyt (Ky/My) Ny (11)

where CK and t are constants and apK/a(KA/NA) <0 if py + B < 1.

The benefits to capital owners of spending their capital receipts is

given by the expression for utility
Nm[a1(1-6)+0a3(1-pl)] 1-p)-B +cB ¥es (o, -1)

- b 1-c-a, P py-1 ] p,-1 .

Uy = [quz qi-c3¢ (Ky/Ny) }

pl"]—

() (1-c)+agc(1-p,)) (1-N7) -p, (1-c)
" | w

where wK and t are constants and aUK/a(KA/NA) <0, if the exponent of
(KA/NA) is positive.

Assumption B. Under assumption B, as discussed above, we are only

concerned with the expressions for capital rentals and the utility of labourers.
These two variables indicate both what factor owners seek to maximize in the
market and the consumption benefits from their actions. The expressions for
UN and Pk under assumption B are identical to those under assumption A except

. 110
the constants NN, CK, and t are replaced by W}, Cé and s7! respectively,

deflated by q3's, in Ky/Np ratios of cities, and city sizes. Our assumption
avoids these quantitative complications.

s -1 .
9, t = (al + “31§E° (al et (u3 + 53)I§EJ > 1. The values of
constants Cj-and'wj,are in Henderson (1972). They are not needed here.
10, s™h = [(1 - 8;¢ - agc)a,(a; + 8,)7 - apc]™t > 1.
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The equations are not repeated here,

The equations presented above are a function of the KA/NA ratio in
~ the city, a measure of sca]eiof city output or NA’ and a variety of production
and consumption parameters repfesented in the exponents and constants of the
equations. The norma1_genera1 equilibrium factor ratio effects upon factor
rewards are present in that, apK/a(KA/NA) <0, aUN/a(KA/NA) > 0, and
aUK/a(KA/NA) < 0, unless the scale effect in traded good production, or
P> is too large. In the following section we examine how factor rewards vary
with city size and what the crucial production and consumption parameters
are in determining this.

Utility and Capital Rental Paths

In discussing how factor rewards vary with city size, the scale effect
upon factor rewards will be isolated from the KA/NA ratio effect and the
effect of any changes in the prices of traded goods. To do this, the deriva-
tive of the various factor rewards is taken with respectrto NA or ;ity size,
holding the KA/NA_ratio and traded good prices constant. Taking the changes
in factor rewards, the values that~-factor rewards assume withcity size will

be summarized in factor reward paths. The effect, in terms of shifting these

paths, of changes in the KA/NA ratio or output prices will also be examined.

Assumption A. Our factor reward paths are derived first under assumption A

where capital owners live in cities. To determine the paths we take the
derivative of the logarithm of equations (10}, (11) and (12) with respect
to Ny holding Ky/N, fixed:

~.dp o m oy P
K _ pgm-1 1. , 11 . -m
W, = M PeT [1os & - 3+ W - Tog 1y (13)

du , . (1-¢)(a, =, )*ca,(1-p,)
K _ m-1ym(q. ~Co. ~Ca_ {p.-1)) 1P 3 1/ -m
a, " UM ( L ) R e e N 30 I S

A pl-I
(14)
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duy Uy duy - duy 1) (15)
= = s for —=— in equation (14 15
Ny Uy O, Ny |

Our results from analyzing equations (13)-(15) are summarized as
follows:

(1) The sign of the derivatives are given by the sign of the expres-
sion in the square brackets in each equation.

(2) When NA is small, the expressions in the square brackets and
the derivatives are all positive, indicating that initially capital rentals
and utility Tevels rise as city size rises.11

(3) As NA increases, either the derivatives remain positive or become
negative, depending on whether the signs of the third terms in the square
brackets are positive or negative. If @, > p;, the derivatives will eventu-

12

ally become negative™™ indicating capital rentals and utility levels will

rise to a maximum and then dec]ine.13 If o < Pys the derivatives are always

14

positive™"; and capital rentals and utility levels rise indefinitely with

city size.

11. Togt > 1; 1/m > 0; and, for Ng ~ 1, -Tog Ng + 0. Therefore,
for Ny ~ 1, dpg/dNp, dU/dNy > 0.

12. This is a necessary condition for dpg/dNy but only a sufficient
condition for dU/dNy. If o, < p, and |(1-c){a;-0})| < ¢|cay(l-p,) , U will
also achieve a finite maximum. Since pg rises indefinitely when o, < 015
this means there is a range of parametric values where U achieves a maxiium
and declines, while py rises indefinitely. Due to space limitation, in this
paper (cf. Henderson Eﬁ]), we only examine the situations where either both
U and py rise indefinitely or both U and py achieve a finite maximum and
decline,

13. At this point we mention the reason for having NE = 1/1-z. For
example, returning to equation (11), replacing N? by 1/1-z where z is fixed,
and taking the derivative of pg, we find that dpg/dNy > O for all values of
Ny (or Tess than zero for all values). The pg path never achieves a maximum,
wﬁich is the case of interest in the analysis to follow.

14. Note that the - Tog Np in the square brackets, for the case
a; < p;, could result in a Tocal maximum in the rising factor reward paths.

This unlikely possibility is discussed in Henderson [6].
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That factor rewards may not increase indefinitely arises because the
benefits of agglomeration, represented by scale economies (p,) in X,, may be
offset by the disadvantages of scale economies (z) in homesite production.
Recall also that z increases with city size (1/1-z = NE, 0 > m > .1),insuring
accelerating resource costs of homesite production. Whether factor rewards
actually achieve a maximum and decline depends on the relative values of oy
and o) in equations (13)-(15). While py represents resource savings, o
represents the homesite intensity of traded good production--the derived
demand for homesites, a good produced with rising per.unit resource costs.
Other things being equal, a rise in N would increase the relative production
requirement of the resource costly homesites. If a, is large enough so
a; > p,» then eventually homesite resource costs will lead factor rewards
to start to dech‘ne.15

(4) If the paths achieve a finite maximum and then decline the fol-
Towing points are germane. The maximum points, NA(p;), NA(Uﬁ), and NA(UE),
may be obtained by equating equations (13)-(15) to zero and solving for Np -
As is obvious from equations (14) and (15), NA(U§) = NA(UE). But it can also

*y * %y 16
be shown NA(UN) = NA(UK) < NA(pK)'

* * * .
That NA(pK) > NA(UN’ UK) is not sur-
- prising since UN and UK represent consumption benefits, not just production

benefits as p, does. From equation (9), we see that Uy or U, are p, or p
K N K N K

15, Note that in a more complex model, p, as well as z could change

with city size too. This would reduce the rigidi%y of the condition that

ay > pp overall ranges of production for py to have a finite maximum. If o

decTined with city size, our condition oy > p; might just be a marginal one,
16. The expressions in the square brackets of equations (13) and

(14) differ only by the coefficient of the third term. From these coeffici-

ents where equations (13)-(15) are equated to zero, if

(1—C)(0€1?p1).+.C03(1—pl)| . Ol.l.pll
, >
m(ul-Cal—Cu3(p1-1)) | a;m |

then NA(UN’ UK) < NA(pK).
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deflated by q;C, the price of housing. This fact is indicated by the ¢ and
a, parameters that appear in equations (14) and (15), representing the share
of housing in consumption and of homesites in housing production., Both par-
ameters represent derived demand for homesites, our resource costly good.
The consumption effect of having to buy housing whose cost escalates with
city size is to reduce UK and UN relative to Pk and Py~ Thus NA(U§, UE)

< Ny (py).

(5) What happens to our capital rental and utility paths if Ka/Ny
or q, change, particularly in the situation of major concern in this paper
where @ >0y and the paths achieve a finite maximum? From equations (10),
(11), and (13) we saw if a2 Pqs apK/a(KA/NA), aUN/é(KA/NA), and GUK/a(KA/NA)
and similar expressions for the partial derivative of q; are all positive.
Therefore a fall in KA/NA or a rise in q, will shift the factor reward paths
up at all points. Further, from equations (13)-(15) we can see that a change
in KA/NA or q, does not affect the terms in the square brackets and hence
does not change the point where the paths achieve a finite maximum.

Points (1) to (5) are illustrated in figure 1.

Assumption'B. Having discussed factor reward paths under assumption A, the

paths under assumption B where capital owners live outside the cities of the
economy are examined. Only the Uy and Pk paths are of concern under assump-
tion B, since Py represents both investment returns and consumption benefits
from such returns, as discussed above;

Recall that UN and py were identical under assumptions A and B except
for the values of constants. To examine how UN and Pk change under assumption
B, in equations (13) and (15) the only difference is that t is replaced by
s'1 in the square brackets. The coefficients of the third terms in the square

brackets. The coefficients of the third terms in the square brackets are
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Figure 1: Capital Rental and Utility Paths under Assumption A

unchanged and thus the parametric conditions for whether the paths achieve a
finite maximum are unchanged. In addition their relative positioning is
unchanged and UN achieves a finite maximum before Pk« Also BUN/a(KA/NA) > 0,
- and apK/a(KA/NA) < 0, if a; > p,; and thus the paths shift as before with a
change in Ka/Ny ratio.

However because 5'1 and t are different, when the expressions in the

square brackets of the new (13) and (15) are set equal to zero, different
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city sizes where UN and Pk achieve a maximum result. Specifically because
-log s > log t the paths under assumption B achieve their maximum later than

17" This is illustrated in Figure 2.

under assumption B.
That the maximum points of UN and py occur at a larger city size
under assumption B should not be surprising. Under assumption B no capital
rentals are spent on housing produced in cities and hence the amount of
housing relative to X, produced is less under B than under A. Since under
assumption B, the amount of homesites relative to X1 produced is less, the

rising resource costs of city size only offset the benefits of agglomeration

as reflected in UN and Pk at a larger city size.

\UN:“GSS\'LW\P‘{-[&“ H'

bl C; _'El
T
t o B

Lu -3 S-s‘um&@“hbu Y
1
C: /5’/

///////////EE/J
i 3. . B \ t‘
& 1 @SSP i on

)

T Pic s CLSS.L%P"I\%U\ Fr

NUE RO NN NO) ) DGR Na
Figure 2: Utility and Capital Rental Paths under Assumptions B and A.

17. From footnotes 9 and 10, we know s < 1 and t > 1. Hence
-log s > log t.
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2. CITY SIZE

In this section, the utility and capital rental paths derived in the
previous sectijon are used to solve for city size. Optimum city size is
solved for by maximizing an appropriate sum of real factor rewards such that
the potential consumption good bundle or welfare of consumers is indirectly
maximized. Therefore it is appropriate to maximize either, under assumption
A where capital owners live in cities, a sum of UN and UK or, under assump-
tion B, a "sum" of UN and Py By doing this, the welfare of the country's
inhabitants is maximized. Equilibrium city size is solved for given factor
and output market equilibrium where factors move to maximize the perceived
returns from their services, UN and Pk - It will be shown that factor and
output markets do not necessariiy generate sufficient information and market
signals for factor movements to generate optimum size cities.

To initiate the process of city formation, we start with one city
in the economy producing X, and then increase the size of the economy. This
does not mean we have a growth model per se, since no savings behaviour,
population growth function, or technological change are specified. It is an
indirect or artificial method of solution that is necessitated by the nature
of the problem. This is particularly true for the market equilibrium solu-
tions and presents problems that will be discussed in evaluating such solutions.
However the method of solution does yield correct optimal solutions and does
serve to reveal the problems in the workings of market forces and signals
when determining equilibrium city size.

In this section, it is assumed there is only one type of city in the
economy , cities producing and exporting X;; until the next section the anal-
ytical complexity of factors shifting between different types of cities in

response to factor price changes is avoided. Given the shapes of factor
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reward paths, under either assumption A or B with respect to whére capital
owners live, as the initial city size increases, a second, then a third, and
so on, city will form if both utility and capital rental paths have a finite

maximum,.

Stability Conditions: The Lower Round on City Size

Before the analysis of city size commences, stability conditions in
factor markets must be examined. For the rest of the paper only stable city
sizes will be considered. Stability considerations arise as soon as there
are two or more cities. Factor market equilibrium will prevail only of
factor rewards are equalized which occurs when all cities producing X1 are
of the same size. Stability prevails if a random movement of capital and
labour from one city to another city generates market forces or factor move-
ments returning the cities to their original sizes.

In Figure 2, we have two cities of size NA(C) under assumption

These correspond to a Uy Tevel of C! and a py Tevel of C! where Uy and py

are the factor measures that Tabours move to maximize and capital owners
move to maximize. Note that C! is on a rising part of both UN and Py paths.
Suppose a random move of factors occurs such that a small amount of capital
and Tabour (holding KA/NA constant) move from one city to the other. In the
receiving city py and Uy rise to Ci; in the losing city they fall to C;.
This induces further factor flows into the initially receiving city. Hence
two or more cities of size NA(C) is unstable.

Only if we are on a declining part of the UN path and on either the
rising or declining part of the Pk path will city size be stable with two

18

or more cities. Thus the first stable city size with two or more cities

*
occurs at NA.(UN)f

18. To show that two cities of size such that we are on a declining
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Optimum City Size

Optimum City Size occurs when an appropriate sum of factor rewards
is maXimized. At any given city size, a change in city size may benefit
both groups of factors, capital owners and labourers, or it may benefit one
_group of factors while making the other worse off. The change in city size
is optimal if the gaining group of factors can compensate the other for its
losses (if any). The optimum is a Pareto-optimum.

There is intially one city in the economy and this city size and
economy is growing. We want to know when it is optimal to form a second,
then a third, etc., city. For the initial discussion the KA/NA ratio and
g; are held constant. In solving for optimum city size the assumptions A
and B where capital owners Tive play a crucial role. First optimum city size
under Assumption A is discussed.

Assumption A, Under the Tuxury of our current assumptions--capital

ownership is evenly divided amongst labourers, capital is mobile independent
of capital owners, and there is only one type of city in the economy--we can
define a clear optimum city size under assumption A. As these assumptions
are relaxed, the concept of an optimum city size under assumption A will

become somewhat more hazy.

part of the Uy path but rising part of py path is stable, the following
argument is employed. In Figure 2 we are at Na{D). A random movement of
capital and labour occurs moving us to B; and éz respectively on the two
paths. In the receiving city at B, py rises and Uy falls. This initiates
further movements of capital into and labour out of the initially receiving
city. Suppose we go back to Na{D) where p, has risen to E; in the city with
the lesser amount of capital and has fallen to E, in the other city. (This
is due to the Kp/Np ratio effect where apy/a(Kp/Ny) < O from equation (13},
if py <o, + ¢, which is true if both patﬁs have a finite maximum since then
p j_al.) These py values, induce capital to leave the city with more of

it and we will return to points D or the initial equilibrium. It should be
noted that at E; and E, there were divergences between the Uy's in the two
cities not discussed. A full argument of stability would need an adjustment
mechanism. Our argument is sufficient if capital adjusts faster to price
differentials than labour does.
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Given they work as labourers, all capital owners live in cities and
buy housing, paying the price of housing in their city. Although capital
owners invest to maximize capital rentals, in solving for optimum city size,
the consumption benefits they receive from spending their capital receipts
should be maximized. Similarly the consumption benefits of wages to labourers
should be maximized. Thus in solving for optimum éity size, UN and UK are
utilized. Note as previously mentioned (p. 14 and footnote 8), our assump-
tions specified above also allow us this Tuxury of dichotomizing labour
income, welfare, and actions by‘incomeisource.

If the UN and UK paths hever achieve a finite maximum and rise indef-
initely, a possibility that arose in section 1, there are no limits to the
benefits of increasing city size. If the paths do achieve a finite ma Ximum
and then decline, eventually it benefits both groups of factor owners if a

second city forms. Note from equations (14) and (15) that the U, and U

N K
paths achieve a finite maximum at the same city size. We will see this means
there is no conflict under assumption A between capital owners and labourers
as to when it is optimal to form additional cities and what optimum city
size is.

In Figure 3, holding KA/NA constant, as city size grows beyond
N(U&, Uﬁ), the city size of maximum Uy and Ug» @ second city should form
when N, equals twice N(U§, U;). To ensure factor price equalization between
cities, we would then have two cities of size N(U;, UE). If two cities
formed before ZN&Uﬁ, UE), resulting in city sizes less than N(Uﬁ,'UE) on
the rising part of the factor payment paths, stability would not prevail
in factor markets. As the two cities of size N(U;, Uﬁ) coﬁtinue to grow a

third city of size N('UE, u;’g) should form from the two cities when they reach

size 3/2 N(Ug, UE), In general a n+l city should form when the n cities
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reach size ﬂgé-N(Uﬁ, U;); If nse, which will be called the large sample case,
city size will approach N(Uﬁ, U;) where Uy and Uy are maximized. From
equations (14) and (15), N, equals N(Uﬁ, Uﬁ) can be solved from

(1-(:)(0!-1"9 1) +» Cag(l-pl)
m(al-Cal-Cas(pl-D )

- _
Togt - 1/m+ Ny -log N, =0 (16)

Uy
Uk

l l

I
N, ) 2005w N[5, 6 N,

Figure 3: Optimum City Size: Assumption A

Note that a change in the KA/NA ratio as the economy grows would not

affect city size. Regardless of KA/NA’ UN and UK always attain a maximum at
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the same city size and hence optimal city sizes as well as equation (16)
would be unaffected.

The city size N(Uﬁ, Uz) gives an indication of the maximum benefits

of scale economies for our economy. The benefits of scale economies are

Timited because city size is limited by the existence of homesite production
and decreasing returns to scale. Starting with one city in Figure 3, initially
utility increases and then decreases. With two cities, utility falls again

as the economy grows and declines until a third city forms. As the nunber

of cities increases, the range of city sizes falls and the lower boundary of
utility rises. For our large sample case we approach city size N(Uﬁ, UE)

and maximum welfare in the economy, as well as maximum benefits of scale
economies. In a certain sense at N{U}, UE), we approach a constant returns

to scale case in production. Doubling the size of the economy would bring

no further scale econony benefits.

Assumption B. Suppose now that capital owners live in the country-
side or abroad in other countries. The price they pay for housing is inde- |
pendent of their investment returns and city size in this economy. Therefore
their consumption benefits are maximized, when their capital rental receipts
are maximized. To solve for optimum city size, the Py and UN paths are
utilized.

If neither the pg nor UN paths have a finite maximum, factor rewards
rise indefinitely as the initial city size increases and it never is beneficial
to form a second city. If both paths achieve a finite maximum, then it will
be beneficial to form muitiple cities as the economy grows. The problem is
it will be beneficial to form additional cities at different points for
capital owners and Tabourers since from the previous section we know the UN

path achieves a maximum before the Pk path. For example, in Figure 4 as the
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number of cities in the economy grows very large, optimal city sizes for
labourers and capital owners approach N(Uﬁ) and N(pE) respectively. How are
these differences reconciled?

If the initial city size has reached twice N(Uﬁ) in Figure 4 labourers
would be better off and capital owners worse off if two cities of size N(U§)
formed. The size of the initial city should increase beyond twice N(Ua) if
capital owners can compensate labourers for their loss in utility of a second
city not forming.19

Suppose the initial city size moves beyond twice N(U§) to N(E) where
it is optimal to a second city, yielding two cities of size N(El). At N(E),
capital owners can no Tonger compensate labourers for not forming two cities
of size N(E1). As illustrated in Figure 4, the Toss to capital owners of
two cities forming is KA(pK(E)-pK(El)) and the gain to labourers is
NA(UN(EI)-UN(E)). The compensation that could be offered by capital owners

to individual labourers for not forming a second city is M(K) where
= - 1 :
M(K) = Ky/Ny(py (E)-py (E1)) (17)

The compensation demanded by a Tabourer for not forming a second city is
M(N) where

U(ED = a®Pc% % Pq 3  (p + MN)) (18)

Py is the wage rate in city size E. Note that the calculation of Pys 93 and
UN(E) would be affected by M since the demand for housing would rise as city

income rose by M(N). At N(E) two cities of size N(EL) form because M(N) > M(K).

19. From the Coase [3] theorem, the same solution will be achieved
if the compensation goes the other way--if labourers bribe capital owners.
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After two cities of size N(E!) form, the economy continues to grow
with additional optimal size cities forming via our compensation mechanism.
Of particular interest is the large sample case where the number of cities
is very Targe and hence when an additional city forms the changes in city
size of existing cities are minimal.

In the large sample case, an additional city forms when capital owners
can no longer compensate labourers for their losses from not forming an
additional city. Since city size changes are minimal when the additional
city forms, the changes in UN and pg can be expressed in derivative form.

In Figure 4 it is assumed at N(J) it is optimal to form an additional city
and optimal city size approaches N{(J). Note that N(Uﬁ) < N(J) < N(pz). At
J, M(N} > M(K) or from equations (17) and (18)
'aabbccq;&q;bqgc(dU/dNA)

>

Ka/Na(dpy/dNp) (19)

If we substitute in expressions for dUK/dNA and dp‘K/dNA from equations {13)

and (15) this expression becomes:

. m(al-alc-Cu3(p 1-1) }

'[CN o1
(1-c)(e=p,) + co,(p,-1)
| -m
[-Tog s - /m+ —r— ooy YA - 109 My
o,m o,-p
T lcr 2 - - T1 U1 gem
> CK 5T [-Togs - 1/m + o NA Tog NA] (20)

Solving (20), would yield NA = N(J)}, the optimum city sizé. Note that a
change in the KA/NA ratio would not affect optimum city size or equation (20)
just as it would not affect N(Uﬁ) and N(pE).

It has been argued that this process of compensation leads to an

optimum city size in the sense that no changes in city size could occur that
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would make both groups of factors better off, allowing for compensation.20
By this process of compensation we can effectively add the utility and capi-
tal rental paths weighted by NA and KA respectively to obtain an expression
for total "welfare". In fact, by comparing equations (17) and (18) we are
effectively adding them to obtain their maximum sum. The total welfare curve
is represented in Figure 4. N{J) is our optimum city size for the large
sample case. Also we show N(E) the point where it was optimal to form two
cities of size N(E!) from one city.

Note that optimum city size under assumption B is larger than under
A. First from section 1, we know that N(Uﬁ), the maximum point of the utility
path, occurs at a larger city size under assumption B, because no capital
rentals are spent on housing and homesites in the cities. Second, optimal
city size occurs beyond N(UE) under assumption B, but at N(Uﬁ) under A {in

the large sample case).

20. As yet the traditional problem that arises when scale economies
are external to the firm has not been discussed. This problem was raised
previously on pages5 and 6, To assert a true social optimum the problem must
be dealt with. Throughout the rest of the paper, since this problem is inde-
pendent of the analysis in the paper, it can be assumed either the problem
has been taken care of or the optimum referred to is not quite the social
optimum.

In section 1, when specifying production functions for traded
good and homesite production, it was argued that social and private marginal
costs would diverge because scale economies were externalities imposed upon
the firm. The traditional solution to the problem is to offer subsidies and
taxes to firms to eradicate the divergence between social and private mar-
ginal costs.

To do this, the production of L, the good with negative exter-
nalities, must be taxed at a rate of zp; and the production of X; the good
with positive externalities must be subsidized at the rate 5;q;. With
respect to optimal city size, it is asserted without proof in this paper that
the higher homesite costs shift the factor reward paths to the left whereas
the higher return to traded good production shift the paths to the right.
(The principle effect of the taxes is to change the values of all constants
including t and s~ in equations (13)-(15). The magnitude and direction of
these changes is uncertain, see Henderson [6];) It is not clear which is the
pervasive effect and whether optimal city size will be larger or smaller than
the city size before taxation.
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City Formation and Size: A Market Ec¢onomy

We now solve for equilibrium city size in a market economy. .In the
initial analysis, we will see that market forces generate cities of sizes
very different from the optimal sizes. In subsequent analysis under assump-
tion B, we will be able to generate optimal size cities by introducing the
concept of the city corporation, a theoretical institution parallel to Tand
developers in the real world. Under assumption A with respect to where
capital owners live, no theoretical institution or real world parallel can
be devised to yield optimum city size in the market economy.

The market economy is characterized by atomistic behaviour of capital
owners, firms, and Tabourers. Labourers when choosing a city to Tive in act
to maximize their utility levels; this describes their market behaviour.
Capital owners act to maximize investment returns under either assimption A
or B with respect to where capital owners live. Even under assumption A,
~although their utility is affected by the cost of living in the city they
Tive in, it is not affected generally by the cost of Tiving in the city they
invest in. In the national capital markets, they seek to maximize capital
rentals. Thus in the solution of equilibrium city size and factor market
equilibrium, the UN and Py paths are utilized under either assumption A or B.

However, it is the behaviour of entrepreneurs or firms that deter-
mines city size and city formation in our initial analysis. Starting with
one city in the economy and increasing the size of the city, a second city
will only form when an entrepreneur or firm sees it is profitable to leave
the initial city and set up a secohd city. A second city is profitable when
an entrepreneur can leave the initial city and initiate X3 production in the

countryside, paying competitive capital rents and labour utility levels.
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The crucial point in analyzing firm behaviour is that, in the produc-
tion of X, because scale economies are external to the firm, the individual
firm acts unaware of any potential industry scale economies when making de-
cisions. When moving to the countryside, the scale of operation is at the
firm level and initially no industry scale economies will be experienced.

From section 1, given individual firms have linear homogeneous production
functions, firm size in our specification of X, production is indeterminant
but is small enough to ensure a competitive industry. For simplicity, it is
assumed that firms are of minimal size. The entrepreneur when moving to the
- countryside initially hires a unit of capital and labour in the new city
dividing their services between X,» X5 and L production,

If both capital rental and utility paths rise indefinitely, an entre-
preneur will never be able to competitively hire away capital and Tlabour from
the initial city, since factor rewards will always rise with city size. There
will be only one city in the economy as in the discussion of optimal size,

If both utility and capital rental paths have a finite maximum, at
some point, an entrepreneur will be able to profitably hire factors away from
the initial city into a new city. In Figure 5, the firm can hire small amounts
of capital and Tabour away from the initial city when it reaches size N(E).

In the new city of size one, the entrepreneur will initially operate with a
lower KA/NA ratio, explaining the shifts in the UN and Py paths relative to
the paths for the larger city, as depicted in the Figure 5, The upward shift
in the Py path for the tiny city means that Py in the city of one will be
equal to or greater than Pk in the city of size N(E). The fall in the UN path
indicates that utility level in the small city is equal to or greater than
Tevel in the larger city where utility is a function of relative wage rates

and city cost of 1iving or housing. The equal to or greater than specifications
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are to allow for profits or return to entrepreneurship for formation of the

new city.

|
3

|
|
¥
/
[im

UN(“@ =l

— .
o) NETROE W NE)= 70
Figure 5, Market City Size

Now we have a city of size N(E) and one of size,one21;' Other firms

21. Note that there is a speed of adjustment problem here. Suppose
at E in FigureS , a firm does not instantaneously go out and form a second
miniature city. If our initial city size proceeds slightly beyond E then
two or more separately located small firm/cities become profitable at a point
beyond E. This raises the possibility of three cities forming from the
initial one. To avoid this problem, we assume that a firm acts as soon as
the initial city reaches size E.
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will join the original entrepreneur in the new'city induced by his current
profits. Scale of output will increase and the city will move up its utility
and capital rental paths inducing further factor flows. In final equiTibrium
there will be two equal size cities of size N(E') (where N(E) = 2N(E'))} having
the same KA/NA ratio. Note that capital rentals and utility levels are both
higher at N(E') than at N(E).

At N(E') the two cities continue to grow until they both reach size
N(E). At N(E), by the above process, a third city forms. The resulting
equilibrium has three cities at N(E") where N(E") = 2/3 N(E). As the economy

grows new cities continue to form with the Tower bound on equilibrium city

size approaching N(E), the point of city formation. Equilibrium city size

is entirely different from optimum city size. For example, in the large
sample case where the number of cities formally approaches infinity, equil-
ibrium city size is at N(E) in Figure 5. Under assumption A, optimum city
size is at N(UE) where N(Uﬁ) equals N(UE). Under assumption B, optimum city
size lies between N(Uﬁ) and N(pE).

Is this divergence between equi]ibriﬁm and optimum city size likely
to persist in more sophisticated models and analysis? First technological
improvements should occur as the economy grows, shifting the UN and Py paths
out and up. If, for example, in Figure 5 we are at city size N(E) with a
Targe number of cities, a technological change could occur so the paths shift
(not shown in the figure) such that the new maximum point of the utility path
(N(Uﬁ)) occurs at city size N(E'). Given this interaction of technological
change, it is not certain at a given point in time where on the paths we are
at current tity size.

Although this alleviates the impact, it does not solve the problem

of inadequate market signals, arising from the fact that industry or even
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city scale economies are external to the firm and thus firms only act in the

market when they would benefit from acting as a group, as in the optimum city
size solution. These new cities formed by firms moving en masse from an old

city to a new city, experiencing from the start significant industry or city

scale economies.

However the divergences between optimum and equilibrium cityisizes
implies divergences between optimum and equilibrium capital rental and utility
levels. These divergences could give rise to other market forces, if we add
another participant or "actor" to our model, in addition to firms, labourers,
and capital owners.

The City Corporation. Suppose we are at N(E) in Figure 6 in the ]arée

sample case. Optimum city size under assumption B is at N(J) as defined by
equation (20). A move from N(E) to N(J) in city size would raise factor
prices. In fact if by chance a city corporation were to form and to hire
factors into a city of size restricted to be Tess than N{E), factor rewards
that could be paid would rise in that city.

Suppose that a city corporation forms a city of size restricted to
N(B). It pays slightly higher Py and Uy than in the cities of size N(E) and
guarantees higher earnings to firms. Doing this, it reaps profits per unit
of capital or Tabour employed, approximately equal to the money equivalents
of the bracketed amounts at N{B) in Figure 6. Other entrepreneurs will ob-
serve this profit and set up their own city corporations with cities restricted
to size N(B)}. As the number of city corporations grows, they will compete for
factors bidding up factor prices. The process only ends when factors are
paid the value of their marginal products and there are no profits in the city
corporation "industry". The city corporation "industry" is competitive.

But at N(B), profits could be made by further restricting city size.
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Only at N(J), the optimum city size under assumption B could no more profits
be made by restricting city size. As we saw in Figure 4 and equation (20),

the sum of total factor rewards is maximized at N(J); and potential profits

from changing city size and raising the value of marginal products above

current factor payments no longer exist. The city corporation works "as if"

the compensation mechanism used in the discussion of optimum city size is in

effect. If our city corporation industry is competitive and has adequate
information, we will approach city size N(J), the optimum city size under
assumption B, but not under A.

Our system with capital owners, labourers, and firms had insufficient
"actors” or market signals to achieve an efficient city size, so we added an
additional "actor" or participant in the role of city corporations. This
actor must be able to assess explicitly or implicitly the existence of scale
economies and related cost of 1iving in large cities. As the economy grows,
he must act to form additional cities, en bloc, as demanded by our analysis
of optimum city size. What could be the real world equivalents of the city
corporation? One is city governments who would recognize the existence of
industry scale economies and, having more knowledge than firms, act to effect
with Tocation taxes and subsidies a more optimal solution than the market
solution.

A more realistic possibility is land developers. They could form
new cities of restricted size and make an initial profit as the city corpor-
ation industry did. The profits would attract more land developers until an
optimal number of cities is attained and no more profitsiare made. It is
necessary though that the land developers initially control or own all the
Tand in the city in order to be able to effectively restrict a city to the

size they want.
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It seems likely that land developers play a crucial role in the real
world. In terms of our model they are essential to the achievement of opti-
mum city size. In a more sophisticated model they would play a more intricate
ro1é. For example, if our model allowed for suburbs, Tand developers would
form suburbs as our core type or Mills (1967) type city grew in size. Suburbs
would allow for a) the release of pressure to form a completely new city due
to rising commuting costs and b) a mechanism for a completely new (economic)
city to form where the "suburb" or our new city would be economically inde-
pendent of the old city (see p. 5 above). This type of city formation would
be in addition to the type in our model, without suburbs.

Assumption A. It was stated above that, given city corporations,

market forces would lead to a city size of N{(J). This statement held regard-
less of whether assumption A or B pertained with respect to where capital |
owners lived. Capital owners when investing always seek to maximize capital
rentals and therefore market city size is solved using py and U(N) paths
yielding a city size of N(J). However under assumption A optimal city size
is at N(U§,-UE) which is less than N(J).22

At N(J), there are no market forces leading us to the optimum city
size at N(Uﬁ, UE) in Figure 6. No more profits can be made by changing city
size. By definition of N(J), the value of the gain in total utility to
labourers from restricting city size below N{(J) would be less than the loss

in capital rentals to capital owners. Capital owners could not see that

restricting city size throughout the economy would raise UK in all cities,

22, N(J) under assumption A is quantitatively smaller than under
assumption B since N(Uﬁ)and N{pg) for assumption A lie to the left of those
points under assumption B (see Figure 3). N(J) under B is solved from
equation (20); under A it is solved from the same equation except the con-
stants Cf, C} and s-1 are replaced by Cy» Cx» and t,
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although it reduced Pk - For example, #f a city corporation formed one city
of size N(UF, UE), it would raise the utility Tevel of capital owners and
labourers 1iving in the city. However the capital rentals the city corpor-
ation could pay out would simultaneously fall. A1l investors could earn
higher capital rentals, which they are seeking to maximize, in cities of size
N(J) and hence would not invest in a city of size N(U§, Ug).

The basic problem is investors act to maximize Pgs» per se, not utility
from spending Pk - There is no mechanism to ensure they will account for the
cost of living given their Tocation decision, when deciding what rate of
return they should receive on their capital, regardless of where they invest.
Is this an example of market failure? There is a "better” hypothetical solu-
tion than the market solution, but no way to obtain the solution, given the
constraints of the functioning of markets.23 In addition, as we relax our
assumptions below the concept of an optimal city size under assumption A

will become opaque.

3. EQUILIBRIUM IN THE ECONOMY

In this brief section a second type of city is introduced into the
economy. This type of city produces homesites, housing, and a traded good

X2 produced with economies of scale. The type of city in the previous section

23. If we constrained capital to move only when capital owners moved,
then we would achieve our optimal solution because capital owners would account
for the cost of living in making their dual investment-location decision, (see
footnote 7 above). This achievement is illusionary and disappears if we re-
Tax our assumptions. First in the real world capital is more mobile than
labour and if capital mobility was tied to labour mobility this would be
devastating to economic growth, etc. Second, under our assumption of equal
ownership of capital, when we introduce another type of city below, tying
capital and Tabour mobility together would mean our two types of cities would
have the same K/N ratio as the country. This again is a devastating restric-
tion: Note the problem disappears if capital ownership and labour services
are separated under assumption B.
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specializing in X; production is a type A city; cities specializing in X,
production are type B cities. A third or fourth type of city could be intro-
duced each specializing in the production of a different traded good; but to
develop the basic concepts only two types of cities are needed.

To have two types of cities in the economy it must be more efficient
to have specialization than to have X; and X, produced in the same cities.
Scale economies are more fully exploited by separating the production of X

and X, into different types of cities. Homesite production inefficienéy rises

by the same amount per unit of city labour input whether we separate the

industries or have just one type of city. However, with specialization,
scale economies are more fully exploited per unit of Tabour input since the

Tabour input is not split in two ways but is concentrated in increasing the

scale of one industry per city, rather than two. Note that for the case where
there are multiple cities of each type, this implies that specialization re-
sults in a larger city size than non-specialization, because the point where
the resource costs of further homesite production equals the resource bene-

fits of further traded good production is at a Targer output of traded goods.

Although it may seem paradoxical that larger city size and hence

Targer wastage in the production of homesites under specialization would be
more efficient it is logical. Although there are higher prices and resource
costs of homesites, utility and capital rentals are also higher due to the
greater exploitation of scale economies in traded good production possible
with specialization.

Given there are two types of cities, the conditions describing equil-
ibrium in the economy will be examined. Also the process by which new cities
form within a given type or group of cities must be re-examined, accounting

for factor flows between the two types of cities.
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.....................

First equilibrium in type B cities must be examined. Production con-
ditions and equations in type B cities are the same as in type A cities except
Xz instead of X; is now produced. Consumption conditions are the same.
Expressions for utility and capital rentals and the expressions for the paths
of these variables are identical except all parameters subscripted 1 for X,
coefficients are subscripted 2., Whether the factor reward paths attain a
maximum and where they obtain the maximum is determined by the same equations,
replacing X; production coefficients with X, coefficients. Given the shape
of factor reward paths, the analysis of city size is the same, ignoring inter-
actions between the two types of cities.

The following are the formal conditions for market equilibrium under

either assumption A or B. In capital markets
(pe) = (py) (21)
K AT K B
where (pK)A refers to capital rentals in type A cities. In labour markets

(UN) = (UN) (22)

A B
From equations (10) and (12), we know these variables can be expressed in

terms of NA’ NB, KA’ KB’ q, and g,.

(Under assumption A, the labour market condition is actually
C[(QEC)A(PN)A * oy (KMN),)] = C[(QEC)B((pN)B * pg(K/N)p)] where from

equation (9), C = aabbcchaqib. A Tabourer receives both labour and capital

income. ﬁk is determined by his investment decisions and is exogenous to
his location and consumption decisions. With only one type of city, qg is
equal between all cities, so when UN and Py are equalized between cities so

is (pN + EE'K/N)q;Cu With more than one type of city, g, varies between
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cities of different types when they are different sizes, so that (pN+EE'K/N)q;°

will not be equal between cities when UN (or qu;c) is. In the larger cities

Py would have to be relatively greater in equation (22), so UN is greater in

the larger cities. Then (pN + EE'K/N)Q;C will be equal between cities when

EE'is. To induce a labourer to move to a high cost city, one must compensate
him for his Toss in value of deflated capital earnings. Note this distorts

K/N allocation since all adjustment occurs through PN and none through Py

(see below). This variation between types of cities is ignored here.)

Factor market equilibrium conditions are completed by:

Ny + npNg = N labour force in the country (23)

capital stock in the country (24)
24

naKA + anB = K
where Ny and n, are the number of type A and B cities.
EquiTibrium in output markets is determined either by
4, = q,, q, =4, (25)
in an open economy where trade prices are determined internationally, or by
q, = ﬁ;, q, = a¥/Xn, , where Y = pK(naKA + nKg) (26)
in a closed economy where q, is the numeraire and q, is determined from
national demand conditions (see equation 8). (Note from footnote 6, X, in
equation (26) can be expressed in terms of NA and KA; the actual equation is

in Henderson [6].)

.. There are now six equations, (21) to (25) or (26), and eight unknowns,

24, 1If capital owners live in the countryside under assumption B,
some allocation of capital and Tabour would have to be made to provide
countryside housing for capital owners. If they live in other countries, we
are assuming that the allocation of capital to our economy is fixed. This
very rigid assumption could be relaxed to having capital supplied according
to some supply elasticity. Doing this would complicate the analysis with
Tittle gain in understanding the main issues presented in the paper. Formally,
the model would need an equation such as K = f(pK).
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KA’ KB’ NA’ NB, 95 G,s Ns and ny . Two more equations, one each describing
the process of city formation within types A and B cities, complete the infor-
mation needed to solve for equilibrium, These equations are not derived in
this paper but are discussed in the sub-section below,

To solve the system of equations describing equilibrium would require
an iterative rather than simultaneous solution due to the algebraic complexity
of the two equations describing the number of type A and B cities. For
example, suppose equation (25) is in effect. Then, for each allocation of
capital and Tabour to type A and type B cities, such that economy resources
are exhausted and equations (23) and (24) are satisfied, we have an equilib-
rium number of type A and B cities and city sizes as determined by our equa-
tions for city formation discussed below. For one of these factor_a11ocations
between type A and B cities and the resulting city sizes, we also satisfy

the factor market equations, (21) and (22). Thus we achieve equilibrium,

City Size Determination Revisited

Here city size formation is briefly re-examined given there are two
or more types of cities in the economy; a formal presentation of the subject
is in Henderson [6]. For expositional ease, our discussion assumes the
existence of the city corporation mechanism and atomistic behaviour of firms.
This implies the economy functions "as if" the compensation mechanism used
to solve for optimum city size in section 2 is in effect. This further implies,
that, under assumption B where capital owners live outside the cities, the
market economy achieves optimum city size. Under assumption A, for reasons
discussed above, the market economy does not achieve optimum city size.

(Note that our concept of optimum city size under assumption A has
become somewhat more hazy. Labourers in their role as capital owners invest

to equa]izeipK between cities. They locate to equa!ize.(qgc(pN + EE'K/N)




- 44 -

where EE'TS fixed in capital markets but Py varies between cities (see pp. 41-
42 above}. If they invested and moved to maximize and equalize q;c(pN+pK K/N)
where both PN and Pk would vary according to consumer location, they would be
better off. The principle is still that capital owners should invest to
maximize utility from spending capital receipts not capital receipts per se.
Since the cost of living varies between cities labourers owning capital should
demand different rates of return on capital invested in a location depending

on where they 1ive. This would have the parallel effect in Figure 6 of limit-

ing city size to maximize capital rentals deflated by the cost of Tiving in
the economy cities plus utility from labour earnings. That is, people would
account for their cost of Tiving when making investment decisions. Under the
market system, the effect is to maximize rentals not utility, as well as to
distort city K/N ratios to equalize q'c(pN + EE'K/N) between cities (see
p. 42 above). Achieving the "optimal" system is only possible in a hypotheti-
cal world ignoring market constraints. In the real world it would imply an
impossible phenomenon--two people investing in city b would be paid differ-
entially because they Tived in cities c and d with different costs of 1living.
Note the problem disappears under assumption B. Capital owners, not constrained
by Tabour location decisions, pick the least expensive place to live such as
the countryside, the Bahamas, or Majorca!)

Suppose we start with one each of type A and B cities in the economy,
both in equilibrium on declining parts of their utility paths. Capital rentals

and utility levels are equalized between cities.25 Equilibrium output and

25, If both cities are on the rising part of their utility paths,
equilibrium may be unstable, Once the first city is beyond its maximum
point on the utility path, then two types of cities can exist with stability.
See Henderson [6] on this point,
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factor rewards in each city are a function of relative traded good prices

(q1 and qz), relative factor endowments (K/N), relative degrees of increasing
returns to scale (pl/pz), and factor intensities in production (al, 8,5 By
etc.). As the economy continues to grow, at some point total welfare (the
"sum" of UNN + pKK - see pp. 27-31 above) for the economy is maximized by a
second type A or B city forming. The derivation of this optimal point is

the same as previously except now if, say, a second type A city forms not
only will resources be diverted from the first to the second type A city but
resources will be diverted from the type B city to type A cities. Equations
can be derived for type A and type B cities showing when it is optimal, given
total economy resources, to form new cities within each type (see Henderson
[61).

As demonstrated in section. 2, for the large sample case where the
number of type A and B cities is very Targe, when an additional city forms
the flow of resources to the new city from other individual type A and B
cities is minimal. An additional type A city forms when capital owners can
no Tonger compensate labourers for not forming an additional type A city
(capital rentals are rising and utility levels falling with increases in city
sizes). Therefore parallel to equation (19) for the large sample case is

equation (27) where an additional city should form when
1a%Pcq;? q;P g (dU/dNA)b = ’K/N (dpy/dN,) (27)

Note that (27) is weighted by K/N, the economy factor endowment ratio, not

26 Equation (27) and the

26, Equation (27) can be reduced parallel to equation (20) to yield:

. .m('fdl'lrc:qifCaB(‘p.lf-.l)- . ‘(19(:)(()1.1?5-)1) + .Cus(}.-.-pl)
KA/NA‘CN T Llog t - 1/m + —r ey - 109 M| =
’ '“1“,‘: a1+p1
K/NIC 57T [Tog t - 1/m + i Ny ™ + Tog Nall. Note that city size is a
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parallel equation for type B cities compliete the missing equations in the

above sub-section needed to solve for economy equilibrium.

4,  EXTENSIONS OF THE MODEL

The model can easily be extended to incorporate the effect of natural
resources, agriculture, and transportation costs in trade. Unfortunately,
space Timitations make this the topic of a later paper. In brief, natural
resources, agriculture, and transportation costs provide for the existence
of new types of cities such as processing and extraction centres, ports,
break-in-bulk points, etc., all specializing in certain activities. They
also give rise to a geographic pattern of cities and regions and place the
model in a more *realistic" light. All the principles of city formation,
size, and type derived above remain intact. In addition, city size is further
limited beyond the reasons due to rising commuting and congestion costs by
the extent of the market for its traded good or transportation costs of the
good. A city may now split into two cities before would be predicted from
the commuting cost arguments alone, to effect transport cost reductions in
trade because the new city would locate in another region of the country
lowering that region's costs of obtaining the export good of that type of

city.

function of both K/N (the weights attached to (economy and city) factor reward
changes with a change in type A city size) and Kp/Ngy (the factor ratio effect
on Uy/py in type A cities). ' ,
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