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ECON 351* -- NOTE 21: Summary

Using Dummy Variables to Test for Coefficient Differences

0 Two Separate Regression Equations for Group 1 and Group 2

Group1PRE: Y, = o, + o, X, + o, X, +u,, 1=1,..,N; . (2.1)

Group 2 PRE: Y, = 3, + B,X,, + B,X; +u,, 1i=1,..,N, .. (2.2)

a Two Approaches to Testing for Inter-Group Coefficient Differences

Both approaches involve using an F-test to perform a test of

Ho: oy = Brand o, = Brand a; = PBs (3 coefficient restrictions)
against

Hy: oy # By and/or a, # B, and/or a; # Bs.
Approach 1: Separate Regressions Approach
e Does not use indicator (or dummy) variables as regressors.
Approach 2: Pooled Regression Approach
e Uses indicator (or dummy) variables as regressors.

e Let D1; be the Group 1 dummy variable, defined as follows:

DI1; = 1 if observation 1 belongs to Group 1 (V 1 € Group 1)
= 0 if observation i1 does not belong to Group 1 (V 1 ¢ Group 1).

e Let D2; be the Group 2 dummy variable, defined as follows:

D2; = 1 if observation 1 belongs to Group 2 (V 1 € Group 2)
= 0 if observation i1 does not belong to Group 2 (V 1 ¢ Group 2).
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e Adding-Up Property of the Indicator Variables D1; and D2;

For each and every 1 (population member or sample observation):

if Dll 1 then D21 =0

and
if D21 = 1 then Dll = 0.

Adding-Up Property: The definition of the indicator variables D1; and D2;
thus implies that they satisfy the following adding-up property:

D1; +D2; =1 Vi 1e., foralli=1, ..., N.

Implications of Adding-Up Property:

D1;,= 1-D2; Vi 1e., foralli=1, .., N.
D2;,= 1- DI, Vi 1e., foralli=1, .. N.
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0 The Restricted and Unrestricted Models Corresponding to Hy, and H,

¢ The unrestricted model corresponding to the alternative hypothesis H;
consists of the Group 1 PRE (2.1) and the Group 2 PRE (2.2):

Group 1 PRE: Y, = o, + a,X,, + o, X, +u,,, 1=1,.,N .. (2.1)

Group 2 PRE: Y,

By + BoXy + BiXy +uy, 1=1,..,N; v (2.2)

¢ The restricted model corresponding to the null hypothesis Hj is obtained by
imposing on the unrestricted model the coefficient restrictions specified by Hp.

That is, set oy = By and o, =P, and az = B; in the Group 1 PRE.
The restricted PRE for the full sample of N = N; + N, observations is:

Y, =B+ BXy+ BiXy+u, Vi=L,N=N+N; .. (1)
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4. Approach 2: Pooled (Full-Interaction) Regression Approach

O Strategy: Estimate a single pooled regression equation on the full sample of
N = N; + N, observations. This equation incorporates the full set of coefficient
differences between the PREs for Group 1 and Group 2.

O Three Alternative Forms of the Pooled Full-Interaction Regression
Equation -- The Unrestricted Model Corresponding to H,

There are three different but equivalent ways of writing the pooled full-
interaction regression equation:

1. No base group:

Y.=a,Dl.+a,Dl. X, +a,D1. X, +B3,D2. +3,D2.X,. +B,D2. X, +u, (12.0)

2. Group 1 selected as base group: Set DI, =1—- D2, in equation (12.0).

Y = o, + 0, X, + 03Xy +7,D2 +v,D2, X, +v,D2, X5+, (12.1)

where v, =B, —a; Y, =B, -0, 73 =B5—ay;
Bl:Y1+al; 82:Y2+a2; B3:Y3+a3'

3. Group 2 selected as base group: Set D2, =1— DI. in equation (12.0).

Y, =B, +B,X,, +B,X;, +9,D1. +96,D1. X,. +6,D1. X, +u, (12.2)

where O,=a,—B,; &, =0a,—B,; 0,=0;—0;;
o, =8, +P;;  0,=0,+B,; 0;=08,+p;.

Note: The y; coefficients in pooled regression (12.1) are equal in magnitude
but opposite in sign to the §; coefficients in pooled regression (12.2).

Y, =PBj—o; =-9; or  J;=o;=f;=-y; j=123.

J J
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0 Properties of Pooled Regression Equations (12.0), (12.1) and (12.2)

Equations (12.0), (12.1), and (12.2) are observationally equivalent. OLS
estimation of equations (12.0), (12.1), and (12.2) yield identical values of

RSS, = unrestricted residual sum-of-squares
~ 0 . . 2
62 = the unrestricted estimator of the error variance o

R; = the R-squared value for the unrestricted OLS SRE.

a Derivation of Pooled Regression Equation 12.0

1. Multiply equation (2.1) by D1; and equation (2.2) by D2;:
D1Y, = o,Dl, + a,DL. X, + a,D1.X,. + DIl u, (10.1)
D2.Y, =B,D2, + B,D2.X,. + B,D2,X,, + D2,u, (10.2)

Note: We again assume that u,, =u,, =u, --1.e., that u,, and u,, have

identical distributions, so that they have equal variances 6. = 6; = G°.

2. Combine equations (10.1) and (10.2) by adding them together for each
observation 1=1, ..., N.

D1.Y, + D2.Y, = a,Dl, + a,D1.X,, + a,DI.X,. + DI.u,
+ B,D2; + B,D2,X,; + B,D2,;X;; + D2;u;
= a,Dl;, + a,D1,X,, + a,D1, X,
+ p,D2; + B,D2,X,; + B;D2, X
+ Dl,u;, + D2,u,

or

(D1, + D2,)Y; = a,D1, + o,DL,X,; + ;D1 X;;
+ B,D2; + B,D2;X,; + B,D2; X, (1)
+ (D1, + D2;)u;
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3. Use the adding-up property to set D1, + D2, = 1 for all i in equation (11):

Y, = o,Dl, + a,DL. X, + a,D1. X
+ B,D2, + B,D2. X, + B;D2.X,, +u, Vi (12.0)

e Result: Equation (12.0) is the pooled full-interaction PRE corresponding to
the alternative hypothesis H;:

Y.=a,Dl.+a,Dl. X, +a,D1.X,. +3,D2. +3,D2.X,. +B,D2. X, +u, (12.0)
e Characteristics of equation (12.0):
1) Equation (12.0) has no intercept coefficient.

2) Equation (12.0) contains the full set of regression coefficients for both the
Group 1 PRF (a, o, and a3) and the Group 2 PRF (B, B2, and [33).

Estimation of the pooled full-interaction regression equation (12.0) thus
yields coefficient estimates of both the Group 1 PRF and the Group 2 PRF.

3) Both the Group 1 and Group 2 PREs can be obtained from equation
(12.0).

e Group 1 PRE is obtained by setting D1, =1 and D2, =0 in (12.0):
Y, =a, +o,X, +a,X, + u, V 1 such that D1, =1

e Group 2 PRE is obtained by setting D2, =1 and D1, =0 in (12.0):

Y, =B, +B,X,, + B, X, + u V 1 such that D2, =1
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Approach 2: Pooled Regression Approach -- The Unrestricted Model

OLS-SREs for the three pooled full-interaction regression equations, estimated by
OLS on the full sample of N =N, + N, observations.

Y,=4,Dl+6,DLX,. +6,DL X, +B,D2, +B,D2. X, +B,D2. X, +14.  (12.0)
Yi = d1 + &2X2i + &3X3i + ?lDzi + ?2D2iX21 + ’?3D2iX3i + ﬁi (12'1)
where ?1:[31_051; ?2:B2_&2; ?3:B3_d3-

+8,D1 +6,D1.X,. +8,DL.X,, +1.. (12.2)

>

~ A

where 6, =a,-B,; 06,=4,—-B,; 08,=0,—-0;.

Approach 1: Separate Regressions Approach -- The Unrestricted Model

1. The Group 1 OLS-SRE for the subsample of N; observations for Group 1 is
Y, =a,+ &, X, + o, X, +0,, i=1,.., Ny, 5.1

RSS, = %ﬁi with dfi;,=N;—k¢=N; -3
i1
2. The Group 2 OLS-SRE for the subsample of N, observations for Group 2 is
Y, =B, + B, X, + B, Xy +0,, i=1,.., Ny, (6.1)
RSS,, = %ﬁ; with df =N, -ko=N,-3
izt

N
The unrestricted residual sum-of-squares is: RSS, =RSS, =>4’
i=1

RSS; = RSSy = RSS(12.0) = RSS(12.1) = RSS(12.2) = RSS;, + RSS,,

with df, = df, = df | + df,

i oy = N=2k, = N-6.

Note: The RSS from OLS estimation of pooled equations (12.0), (12.1), and
(12.2) equals the sum of the RSS values from separate OLS estimation of the
Group 1 and Group 2 regression equations.
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The Restricted Model

Corresponds to the null hypothesis Hy, which is

Ho: oy = Brand o, = Brand oz = Bs (3 coefficient restrictions)
The restricted regression equation for the full sample of N =N; + N,
observations is obtained by imposing the three coefficient restrictions specified by

Hj on any of the unrestricted regression equations (12.0), (12.1) and (12.2).

1. Seta; = By and a, = B, and a3 = P; in the unrestricted pooled regression
equation (12.0)

Y, =a,Dl,+a,Dl X, +a,D1. X, +B3,D2, +3,D2.X,, +B,D2, X, +u,. (12.0)

Yi = BlDli + B2D11X2i + BBDliX3i + BlDzi + B2D21X21 + BBD21X3i + ui
= BI(DII + D21) + BZ(Dll + D2i)X21 + B3(D11 + D2i)X3i + ui
=B, +B,X,, +B;X;; +u, because D1, + D2, =1 for all 1.

2. Sety;=B1—0a;=0,y,=B,— =0, and y; =P3 — a3 = 0 in the unrestricted
pooled regression equation (12.1)

Y =a,+0,X,, +0,X, +v,D2. +v,D2.X,. +vy,D2. X, +u,. (12.1)
Y =a+0,X,, +a,X;, +u, V1

3. Setd1=0;—-P1=0,0,=02—P,=0, and &; = a3 — B3 =0 in the unrestricted
pooled regression equation (12.2)

Y, =B, +B,X,, +B,X,, +9,D1. +96,D1. X,. +96,D1. X, +u.. (12.2)

Yi:B1+B2X21+B3X3i+ui V 1
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Result: The restricted model is given by the population regression equation
Y =B, +B,X,, +B:X;; +u, Vi=1,..,N=N;+N,.

The restricted OLS-SRE for the full sample of Group 1 and Group 2 observations
is

Y, = B, + B, Xy + B Xy + T, i=1,.,N=N+N, e (41)

The restricted residual sum-of-squares is

N
RSS, = RSS, = Y%  with df, = df, = N-k, o (4.2)
i=1

The F-Statistic for Testing for Complete Coefficient Equality

Ho: oy = Brand o, = Brand a; = PBs (3 coefficient restrictions)
against

Hy: oy # By and/or a, # B, and/or a; # Bs.

The sample value of the F-statistic for testing the null hypothesis of complete
coefficient equality is

g _ (RSS, —RSS, )/(df, —df,) _ (RSS, -RSS, )/k,
o RSS, /df, ~ RSS,/(N-2k,) °

e Null distribution of Fy: F, ~ F(k,, N —2k,) under H.
e Decision Rule: At the 1000 percent significance level
1. reject Hyif F, > Fa(ko, N —2k0) or p-value for F, < a;

2. retain Hy if F| < Fa(ko, N —2k0) or p-value for F, > a.
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0 Equivalence of Three F-Tests

The three F-tests based on pooled full-interaction regression equations (12.0),
(12.1), and (12.2) are equivalent to each other and to the F-test computed
using the separate regressions approach.

F(12.0) = F(12.1) = F(12.2) = F, ~ F(k,, N -2k, ) under H.

where all four F-statistics F(12.0) = F(12.1) = F(12.2) = Fsg = Fy and

o (RSS, —RSS, )/(df, —df,) (RSS,—RSS,)/k,
’ RSS, /df, RSS, /(N-2k,) °

O Advantages of Pooled Regression Approach (Approach 2)

1. Approach 2 is more informative.

e It permits t-tests of individual coefficient differences between the Group 1
and Group 2 regression functions.

This advantage is particularly evident when a base group is selected for the
pooled full-interaction regression equation.

2. Approach 2 is more flexible.

e Approach 2 can be used to test for coefficient equality between any subset
of regression coefficients in the Group 1 and Group 2 PRFs.

Approach 1 can only test the hypothesis of complete coefficient equality
between the Group 1 and Group 2 regression functions.

o [Illustrations of Approach 2: Tests for equality of subsets of coefficients.
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¢ Test #1: Equality of all (both) slope coefficients.

Ho: a,=B, and a, =0, in pooled PRE (12.0)
Y,=0 and v,=0 in pooled PRE (12.1)
5,=0 and 6,=0 in pooled PRE (12.2)

Hi: a, #B, andlor o, #p, inpooled PRE (12.0)
v, #0 and/or 7y, #0 1inpooled PRE (12.1)
5, #0 and/or &, #0 1inpooled PRE (12.2)

e Restricted OLS-SRE corresponding to Hy is any one of the following three
OLS sample regression equations, for which ky = 4:

Y, = @Dl +f,D2, + B,X,, + X, + . from (12.0)
Y =0, +a,X,, +a,X; +7,D2 + 1, from (12.1)
Y. = B, + B, X, + B X, + 0,DI. + 1. from (12.2)

e The restricted RSS under H, is

W with df, = df, = N-k, = N—4.

-

RSS, = RSS, =

i=1

o The unrestricted RSS under H; 1s

@’ with df, = df, = N—k= N—6.

M=

RSS, = RSS, =

1

_
I

e The numerator degrees of freedom equal
df,,, = df, —df, = (N-k,) - (N-k) = k—-k, = 6-4=2.

e The denominator degrees of freedom equal
df,, = df, = N-k= N-6.

den
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¢ Test #2: Equality of a subset of slope coefficients, e.g. the coefficient of Xj;.

Ho: o, =P, in pooled PRE (12.0)
v,=0 in pooled PRE (12.1)
5,=0 in pooled PRE (12.2)

Hi: o, #pB, in pooled PRE (12.0)
v,#0 in pooled PRE (12.1)
o, #0 in pooled PRE (12.2)

e Restricted OLS-SRE corresponding to H is any one of the following three
OLS sample regression equations, for which ky = 5:

Y, = &,DI, +B,D2, +&,DL. X, +B,D2.X,, + B, X, +T,  from (12.0)

1

Y;

a, +a,X, +0,X; +vD2 +7,D2.X,, +1, from (12.1)
Y. = B, + B, X, + B X, + 8Dl + 5,DL. X, + 1, from (12.2)

e The restricted RSS under H, is

u

-

RSS, = RSS, = Y%  with df, = df, = N-k, = N-5.

i=1

o The unrestricted RSS under H; 1s

M=

RSS, = RSS, = Y 0>  with df, = df, = N—k= N—6.

1

_
I

e The numerator degrees of freedom equal
df = df, —df = (N—ko)—(N—k) =k-k, =6-5=1.

e The denominator degrees of freedom equal
df,, = df, = N-k= N-6.

den
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¢ Test #3: Equality of intercept coefficients only.

Ho: o, =, in pooled PRE (12.0)
v,=0 in pooled PRE (12.1)
5, =0 in pooled PRE (12.2)

Hi: o, #B, in pooled PRE (12.0)
v, #0 in pooled PRE (12.1)
o, #0 in pooled PRE (12.2)

e Restricted OLS-SRE corresponding to H is any one of the following three
OLS sample regression equations, for which ky = 5:

Y, = B, +@,D1, X, + B,D2, X, + &,D1,X;, + B,D2, X, + T, from (12.0)
Y =a, +a,X,, +a,X, +7,D2,X,, +v,D2.X,, + 1, from (12.1)
Y, = B, + B,X,, + B,X,; + 8,D1, X, + 3,DI X, + T, from (12.2)

e The restricted RSS under H, is

W with df, = df, = N—k, = N-5.

-

RSS, = RSS, =

i=1

o The unrestricted RSS under H; 1s

RSS, = RSS, =

M=

@’ with df, = df, = N—k= N-6.

1

_
I

e The numerator degrees of freedom equal
df = df, —df = (N—ko)—(N—k) =k-k, =6-5=1.

e The denominator degrees of freedom equal
df,, = df, = N-k= N-6.

den
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0 Computing Test #1, Test #2 and Test #3

For each test, compute the sample value of the general F-statistic, and then
apply the conventional decision rule:

(1) IfF = Fy(k—ky, N-K), or if the p-value for F < a, reject the coefficient

restrictions specified by the null hypothesis Hy at the 100a% significance
level;

(2) IfF <Fy(k—ko, N-K), or if the p-value for F > a, retain (do not reject) the
coefficient restrictions specified by the null hypothesis H, at the 100a%
significance level.

ECON 351* -- Note 21: Dummy Variable Regressors ... Page 14 of 14 pages
addnot21.doc



