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Regression Discontinuity Design

The Treatment Model
Wi = 1 : Treatment (union, financial aid)
Wi = 0 : Control (nonunion, non-financial aid)
Yi (0) : Outcome if not treated
Yi (1) : Outcome if treated

Yi = (1−Wi )× Yi (0) + Wi × Yi (1) =

{
Yi(0) if Wi = 0
Yi (1) if Wi = 1



Fuzzy RD Design

The treatment assignment may not follow an exact rule, such as
W (Xi ). That is, the assignment rule could be as follows.

Wi = W (Xi ) + εi

Even then, as long as the assighment probabilty function
Pr(Wi = 1|Xi ) = E (Xi |Si ) has discontinuity at c , we can still use
RD design to estimate the treatment effect.
The below assumptions allow for treatment effect αi to be
different among individuals.



Assumptions

Assumption 1
E [Y (0)|X = x ] , E [Y (1)|X = x ]

are continuous in x .

Assumption 2

limx↗cPr [Wi = 1|Xi = x ] 6= limx↘cE [Wi = 1|Xi = x ]

Fuzzy RD Design Estimator

The Average Treatment Effect can be estimated as:

τ =
limX↘cE [Yi |Xi = x ]− limX↗cE [Yi |Xi = x ]

limX↘cPr [Wi = 1|Xi = x ]− limX↗cPr [Wi = 1|Xi = x ]
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ASSIGNMENT IN THE SHARP (DASHED) AND FUZZY (SOLID) RD DESIGN 

manner but in such a way that the propensity score function Pr(T = 1 I S) is again 
known to have a discontinuity at S. The fuzzy design can occur in case of misassign- 
ment relative to the cutoff value in a sharp design, with values of S near the cutoff 
appearing in both treatment and control groups. Alternatively, in addition to the 
position of the individual's score relative to the cutoff value, assignment may be 
based on additional variables observed by the administrator, but unobserved by 
the evaluator. Compared to the sharp design, selection here is both on observables 
and unobservables. Instead of having the step function Pr(T = 1 I S) = 1{S > 3), 
the selection probability as a function of S may now appear as the S-shaped func- 
tion shown in Figure 2. 

As in the sharp RD design case, it is again possible to exploit the discontinuity in 
the selection rule to identify a treatment effect under continuity assumption Al. 
To see this, note that if the conditional mean function E[u I S] is continuous at S = 
5, then lims, E[YI S] - limst E[YI S] = a(limsts E[T I S] - lims E[T I S]). It 
follows that the treatment effect a is identified by 

limss E[YI S] - limsts E[YI S] 

lims,s E[TI S] - limsts E[TI S] 

where the denominator in (9) is nonzero because of the known discontinuity of 
E[TIS] at S. 

(9) 
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Estimation

I First estimate the treatment probability, which has a
discontinuity at c :

E [Wi |Xi ] = Pr(Wi = 1|Xi ) = f (Xi ) + γ1(Xi ≥ c)

I Then, using the above probability, estimate the below
equation using OLS.

Yi = β + αPr(Wi = 1|Xi ) + k(Xi ) + ωi

or
Yi = β + αE (Wi |Xi ) + k(Xi ) + ωi

Both f (Si ) and k(Si ) are set to be continous functions of Si



The Dataset

I Academic year: 1991-92.

I age, gender, race, place of residence, citizenship

I high school records: GPA, SAT, school and class rank,
recommendation letter, statement of purpose

I Federal and state aid eligible students: parental income,
parents’ expected financial contribution.

I Detailed aid package: amounts of different aid, loan or grant ,
federal/state or college aid.



I Filers: applied for federal/state aid as well. Includes data on
parental income, expected financial contribution.

I Nonfilers: did not qualify for federal/state aid. Info on
parental income, expected financial contribution not available.

I The relationship between financial aid rank and enrollment is
not monotone.

I For nonfilers, students who enrolled received lower financial
aid than those who did not enroll. Negative correlation
between financial aid and enrollment.



Estimated Financial Aid Function

I Sharp increase in financial aid offers at three discontinuity
points. Especially pronounced for the nonfilers.

I Discontinuity points correspond to the threshold points of
financial aid rank.

I For filers, outside the discontinuity points, ability and financial
aid are slightly negatively correlated. This is because income
is positively correlated with, and minority status negatively
correlated with ability index.
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The table also compares those who enrolled with those who did not enroll in 
1991. Filers who enrolled were offered more financial aid, on average, than those 
who did not enroll, suggesting a positive effect of aid on enrollment. We also find 
that those who enrolled have on average somewhat lower SAT scores than those 
who did not enroll. In contrast, there is little difference between the two groups 
in the average GPA. These patterns are also found when controlling for rank. 
Within each rank, there is little difference in average GPA, but the average SAT 
scores are lower for those who enrolled. It can be expected that those with higher 
scores, but equal rank are less likely to enroll at College X because, although they 
are offered similar amounts of aid from College X, they will on average receive 
higher financial aid offers from other colleges. 

Similar, but somewhat smaller differences in average SAT and GPA scores 
are found for nonfilers. Different from filers, however, nonfilers who did enroll 
received on average lower offers of local financial aid than nonfilers who did not 
enroll, which suggests a negative effect of the amount of college aid on enrollment. 

Figure 3 presents a scatter diagram of financial aid offers against the cal- 
culated index S for the sample of filers. Also shown in the graph is an es- 
timated spline smooth. This estimated spline smooth g(S) minimizes the sum 
Ei=l (Fi - g(Si))2 + fX (g"(S))2 dS over the class of all twice differentiable func- 
tions over the observed domain of S. X represents a smoothing parameter that 
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FINANCIAL AID OFFERS-FILERS. RAW DATA AND SPLINE SMOOTH (SOLID CURVE) 
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FINANCIAL AID OFFERS-NONFILERS. RAW DATA AND SPLINE SMOOTH (SOLID CURVE) 

determines the weight given to the roughness penalty f(g"(S))2 dS. The esti- 
mated curve g(S) has the property that it is a cubic polynomial between two 
successive S-values, which, at each observation for Si, is continuous, with continu- 
ous first and second derivatives (see Hardle, 1990, pp. 56-57). The spline smooth 

clearly reveals the sharp increase in the average financial aid offer at the three 
known cutoff points, which are represented in the figure by vertical lines. With 
less smoothing (lower values of the spline smoothing parameter X), the sharp- 
ness of each increase became even more pronounced, but this also made the rest 
of the curve less smooth. Note that these jumps are also clearly revealed by the 
data themselves, with the aid values at which bunching occurs changing at each 
cutoff point. In the graph for nonfilers (Figure 4) these features are even more 
pronounced. 

5. ESTIMATION RESULTS AND SENSITIVITY ANALYSIS 

The financial aid allocation rule as characterized by Equation (5) and graph- 
ically displayed in Figures 3 and 4 fits the treatment allocation rule of the 
fuzzy RD design, with multiple cutoff points and multiple treatment (finan- 
cial aid offer) levels. The average financial aid amount as a function of the 
ability index S contains several jumps at known cutoff values for S. Figures 5 
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Estimated Enrollment Function

I For filers, within rank, enrollment declines with ability index.

I For filers, jump in enrollment at threshold points of financial
aid.

I For nonfilers, similar relationship but less clear.



Estimation Results

I Estimating equation.

ENi = β + αE [F |Si ] + k(Si ) + εi

E [F |Si ]: piecewise cubic equation shown in Figures 5 and 6.



Parameters Filers Nonfilers

Parameters Estimate Std. Err. Estimate Std. Err.

Constant 66.19 44.96 0.722 0.192

S -93.36 65.14 -0.212 0.071

S2 49.41 35.15

S3 -11.55 8.372

S4 1.002 0.743

F 0.051 0.015 0.019 0.011

Observation 2225 1150

I Positive and significant effect of financial aid for filers.
Positive but barely insignificant effect for nonfilers.

I Consistent with the idea that filers are more subject to finance
constraint when making enrollment decisions.
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ENROLLMENT PROBABILITY-FILERS. PIECEWISE CUBIC REGRESSION (DASHED CURVE) AND NONPARAMETRIC 

SPLINE SMOOTH (SOLID CURVE) 

As shown in Table 3, with aid measured in thousands of dollars, comparing 
those within three points (units of S) below and above each cutoff results in effect 
estimates 0.010,0.040, and 0.067 at cutoff points 51, S2, and 33, respectively. Simi- 

larly, for nonfilers, the effect estimates are 0.523,0.036, and -0.030. Corresponding 
estimates based on the much smaller samples of individuals within two points on 
either side of the cutoff point were 0.052, 0.075, and 0.107 for filers and 0.076, 
0.060, and -0.043 for nonfilers. The relatively large standard errors for these es- 
timates obviously reflect the modest sample sizes on which these local estimates 
are based. Although the effect estimate for filers seems to be increasing in S, for 
nonfilers the estimate appears to be decreasing in S. Note that these estimates 

correspond closely in direction and relative size to the financial aid effects implied 
by Figures 7 and 8. Also shown in Table 3 are estimates obtained by pooling the 
three local samples and by using the three indicators 1{S > Sj}, j = 1, 2, 3, and 

sample-specific intercepts as instruments in a regression of enrollment on financial 
aid offers and sample-specific intercepts. These pooled estimates are weighted av- 

erages of the three separate local Wald estimates, obtained by restricting all three 
local estimates to be the same. The pooled estimates are 0.049 and 0.088 (for three- 
and two-point intervals, respectively) for filers, and 0.015 and 0.033 for nonfilers. and two-point intervals, respectively) for filers, and 0.015 and 0.033 for nonfilers. 
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ENROLLMENT PROBABILITY-NONFILERS. PIECEWISE CUBIC REGRESSION (DASHED CURVE) AND 

NONPARAMETRIC SPLINE SMOOTH (SOLID CURVE) 

For neither group could the hypothesis that the three local estimates are the same 
be rejected. 

Although these nonparametric estimates are based on small samples of obser- 
vations that lie within a narrow interval around a cutoff point, the semiparametric 
two-stage method proposed in Section 3, by relying on additional smoothness 
assumptions, also uses information from student applicants with ability scores 
outside these narrow intervals. When applied to enrollment equation (4), we 
estimate 

(15) ENi = f + a .E[F I Si] + k(Si) + i 

using an estimate of E[F I Si] from a first-stage regression and where k(S) repre- 
sents a power series approximation of E[wi I S]. In the first-stage regression, the 
financial aid equation is specified as piecewise cubic (the most flexible specification 
considered here), the estimates of which were presented in Table 2. 

Two-stage estimates of the enrollment equation are presented in Table 4.24 
The effect estimate for filers was found to be 0.051 whereas for nonfilers it was 

24 A Probit model specification produced estimated elasticities and overall qualitative results that 
were very similar to those reported here for the linear probability model. The linear probability model 
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