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ECON 351* -- NOTE 21

Using Dummy Variables to Test for Coefficient Differences

e The population regression equation (PRE) for the general multiple linear
regression model takes the form:

Yi = Bo + leli + BZXZi et kaki + U

where u; is an 1id (independently and identically distributed) random error term.

o To illustrate the use of dummy variable regressors in testing for coefficient
differences, we use the simplest possible multiple regression equation with
only two non-constant regressors:

Y, = B+ BXy + B Xy + U,
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1. Definition and Properties of Indicator (Dummy) Variables

¢ Indicator (or dummy) variables are binary variables -- i.e., variables that
take only two values.

The value 1 indicates the presence of some characteristic or attribute.

The value 0 indicates the absence of that same characteristic or attribute.

+ Consider a two-way partitioning of a population or sample into two mutually
exclusive and exhaustive subsets or groups, denoted as Group 1 and Group 2.

e Let D1, be the Group 1 dummy variable, defined as follows:

D1; = 1 if observation i belongsto Group1 (V i € Group 1)
= 0 if observation i does not belong to Group 1 (V i ¢ Group 1).

e Let D2; be the Group 2 dummy variable, defined as follows:

D2; = 1 if observation i belongsto Group 2 (V i € Group 2)
= 0 if observation i does not belong to Group 2 (V i ¢ Group 2).

¢ Adding-Up Property of the Indicator Variables D1; and D2;
For each and every i (population member or sample observation):
if D1,

1 then D2; = 0

and

if D2; = 1 then D1; = 0.

The definition of the indicator variables D1; and D2; thus implies that they
satisfy the following adding-up property:

D1, +D2; = 1 Y i l.e.,, foralli=1, ..., N.

ECON 351* -- Note 21: Dummy Variable Regressors ... Page 2 of 32 pages



ECONOMICS 351* -- NOTE 21 M.G. Abbott

¢ Implications of the Adding-Up Property
1. Only one of the two dummy variables D1; and D2; is required to
completely represent the two-way partitioning of a population and sample
into Group 1 and Group 2.

1 - D2,

e given D2; values, the adding-up property implies that D1;

e given D1, values, the adding-up property implies that D2; = 1 — D1,.

2. General Rule: A categorical variable with n categories can be completely
represented by a set of n—1 indicator (dummy) variables.

The general adding-up property states that

D1, + D2, + D3, + - +Dn, =1 V i.

¢ Examples of Using Dummy Variables to Represent Categorical Variables
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Example 1: The categorical variable gender or sex, sex;, which is coded in
Canadian Census data files for individual persons as follows:

sex; =1ifpersoniisfemale;
= 2 if person i is male.

o Define a set of two (2) gender dummy variables to represent the categorical
variable sex;:

female; =1 if sex; =1, =0 otherwise;
maleg; =1 if sex; = 2, = 0 otherwise.

o By definition, the two gender dummy variables satisfy the adding-up
property:

female, + male, =1 v i (for all i).

o Implication of the adding-up property: The partitioning of the adult
population or sample into two mutually exclusive and exhaustive gender
categories can be completely represented by either one of the two gender
dummy variables female; and male;.

For example, the male dummy variable male; can be computed from the
female dummy variable female; as follows:

male, =1—female, V i.
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Example 2: Consider a categorical variable AGEGROUP; defined as follows:

AGEGROUP; =1 if personiis 15-19 years of age;
= 2 if person i is 20-24 years of age;
= 3 if person i is 25-34 years of age;
= 4 if person i is 35-44 years of age;
=5 if person i is 45-54 years of age;
= 6 if person i is 55-64 years of age;
= 7 if person i is 65 years of age or over.

o Define a set of seven (7) age group dummy variables to represent the
categorical variable AGEGROUP;.

DAGE]; =1 if AGEGROUP; = 1, =0 otherwise;
DAGE?2; =1 if AGEGROUP; = 2, =0 otherwise;
DAGES3; =1 if AGEGROUP; = 3, =0 otherwise;
DAGE4; =1 if AGEGROUP; = 4, =0 otherwise;
DAGE5; =1 if AGEGROUP; =5, =0 otherwise;
DAGES®6; =1 if AGEGROUP; = 6, =0 otherwise;
DAGE7; =1 if AGEGROUP; =7, =0 otherwise.

e By definition, the seven age group dummy variables satisfy the adding-up
property:

DAGEL + DAGE2, + DAGE3, + DAGE4, + DAGE5, + DAGES, + DAGE7, =1
Vi

o Implication of the adding-up property: The partitioning of the population
or sample into seven mutually exclusive and exhaustive age groups can be
completely represented by any six of the seven age group dummy
variables DAGEL;, DAGE2;, DAGE3;, DAGE4;, DAGE5;, DAGES6;, and
DAGE?..

For example, the age group dummy variable DAGEZL; can be computed from
the other six age group dummy variables as follows:

DAGEL =1- DAGE2, - DAGE3, - DAGE4, — DAGES5, - DAGE6, - DAGE?,
Vi
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Example 3: The categorical variable Marital Status, MARSTAT;, which is
coded in Canadian Census data files for individuals as follows:

MARSTAT; =1if personi issingle, never married;
= 2 if person i is married with spouse present;
= 3 if person i is widowed;
= 4 if person i is separated,;
=5 if person i is divorced.

o Define a set of five (5) marital status dummy variables to represent the
categorical variable MARSTAT;:

mssgli =1 if MARSTAT, =1, = 0 otherwise;
msmar; =1 if MARSTAT, = 2, = 0 otherwise;
mswid; =1 if MARSTAT, = 3, = 0 otherwise;
mssep; =1 if MARSTAT,; =4, = 0 otherwise;
msdiv; =1 if MARSTAT, =5, = 0 otherwise.

e By definition, the five marital status dummy variables satisfy the adding-up
property:

mssgl, + msmar, + mswid, + mssep, + msdiv, =1V i (for all i).

o Implication of the adding-up property: The partitioning of the adult
population or sample into five mutually exclusive and exhaustive marital
status categories can be completely represented by any four of the five
marital status dummy variables mssgl;, msmar;, mswid;, mssep;, and
msdiv;.

For example, the maritial status dummy variable mssgl; can be computed
from the other four marital status dummy variables as follows:

mssgl. =1—msmar, —mswid, —mssep, —msdiv, V I.

ECON 351* -- Note 21: Dummy Variable Regressors ... Page 6 of 32 pages



ECONOMICS 351* -- NOTE 21 M.G. Abbott

2. The Framework

a Consider a sample or population of N observations that is partitioned into two
mutually exclusive and exhaustive subsamples or subsets:

(1) Group 1 subsample of N; observations, for which

D1, =1 and D2, =0

(2) Group 2 subsample of N, observations, for which

D2, =1 and D1, =0

Note: The total number of observations is N = N; + N..

O Case 1: All regression coefficients are constant, or equal, across the entire
population. In this case, the PRE for the entire population (and hence for all N
sample observations) is:

Y = By + B Xy + B,X, + U; v i (foralli) .. (1)
i :l,...,N:N1+N2

O Case 2: All regression coefficients differ, or are unequal, between the two
groups. In this case, Group 1 and Group 2 have completely different PREs.

(1) The Group 1 PRE is
Y, = a,+ o, X, + o, X, + Uy V i e Group 1l .. (2.1)
where u,, is NID(O, 012).

(2) The Group 2 PRE is
Y, = By + B X, + B, X, + Uy, vV i e Group 2 .. (2.2)

where u,, is NID(O, 03).
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O Objective: To test for pairwise coefficient differences between the Group 1
and Group 2 PRFs.

¢ The null hypothesis of complete coefficient equality is
Ho: oo = B0 and oy =B; and o, = B, ..(3)
or, more compactly,
Ho: o = B vV ij=0,1,2
Interpretation of Hy: The null hypothesis Hy says that all regression
coefficients (including the intercept coefficients) are equal in the Group 1
and Group 2 regression functions.
¢ The alternative hypothesis is
Hi: ap # Bo and/or oy # By andlor o, # B2 .. (4)
or, more compactly,
Hi: o # B j=0,1,2
Interpretation of Hy: The alternative hypothesis H; says that at least one

(some or all) of the regression coefficients are unequal (or different) in the
Group 1 and Group 2 regression functions.
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O The Restricted and Unrestricted Models Corresponding to Hy and H;

¢ The unrestricted model corresponding to the alternative hypothesis H;
consists of the Group 1 PRE (2.1) and the Group 2 PRE (2.2):

Group 1 PRE: Y, = a,+ o, X, + o, X, + Uy 1=1,...,N; .. (2.1)

Group 2PRE: Y, = B, + B, X, + B, X, + Uy, 1=1,..., N, .. (2.2)

¢ The restricted model corresponding to the null hypothesis Hy is obtained by
Imposing on the unrestricted model the coefficient restrictions specified by Hy.

1) Set ap = Bo and oy = B; and o, = B, In PRE (2.1): the two PREs (2.1)
and (2.2) can then be written as

Group 1 PRE: Y, = B, + B, X, + B, X, + Uy, 1=1,...,N;
Group 2 PRE: Y, = B, + B, X, + B, X, + Uy, =1, .., Ny
2) Assume that the error terms uy; and uy; have the same distribution. Since uy;

and u,; both have zero means, this amounts to assuming that u;; and uy; have
the same variance -- i.e., that 6 = 6> = 6°.

Result: The Group 1 PRE and the Group 2 PRE are identical, so that the
restricted model for the entire sample of N = N; + N, observations can be
written as PRE (1):

Y: = B, + B X, + B,X, + U, Vi=1.,N=N;+N, .. ()
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O Two Approaches to Testing for Inter-Group Coefficient Differences

Both approaches involve using an F-test to perform a test of
Ho: a0 = Bo and oy = By and oy = B2 (3 coefficient restrictions)
against

Hi: oo # Bo and/or oy # B; and/or o, # B,

Approach 1: Separate Regressions Approach
« does not use indicator (or dummy) variables as regressors.
Approach 2: Pooled Regression Approach

e uses indicator (or dummy) variables as regressors.

3. Approach 1: Separate Regressions Approach

O Step 1: Under Hy, estimate equation (1) by OLS on the full sample of N
observations.

The restricted OLS-SRE is
Y. = B, + BX, + B, X, + U, i=1,..,N=N;+N, . (42)

The restricted residual sum-of-squares is

N
RSS, = RSS, = YW  with df, =df, = N—K, . (4.2)
i=1
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O Step 2: Under Hj, separately estimate by OLS (1) PRE (2.1) on the
subsample of N; observations for Group 1 and (2) PRE (2.2) on the
subsample of N, observations for Group 2.

1. The Group 1 OLS-SRE for the subsample of N, observations for Group 1 is
Y. = a,+ a, X+ a,X, + U i=1,..,N; .. (5.1)

The residual sum-of-squares for the Group 1 OLS-SRE is

0=N; —K,=N, -3 .. (5.2)

N, .
RSS,, = ; 0z with df
2. The Group 2 OLS-SRE for the subsample of N, observations for Group 2 is
Y. = By + BXy + B, Xy + Oy i=1,.., N, .. (6.1)

The residual sum-of-squares for the Group 2 OLS-SRE is

with df =N, -K;=N, -3 ... (6.2)
3. The unrestricted residual sum-of-squares is

N, N,
RSS, = RSS, = RSS,, + RSS,, = Y02 + 302 . (7.0)
i=1 i=1

with df, =df , =df , +df

o +df, =N-2K =N-6 . (72)

Calculation of df; = dfy:

df, = df ,, + df ,
=N,-K,+N,-K,
=N, +N, - 2K,
=N-2K,=N-2(3)=N-6.
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O Step 3: Compute the sample value of the F-statistic for testing Ho against
H;.

- _ (RSS,—RSS, )/(df, —df,)
R RSS, /df,
[RSSo - (RSS(D +RSS,) )]/ (df, —df,)
(RSS, +RSS, )/df,

.. (8)

e The restricted RSS under Hg is
RSS, = RSS, with df, =df, = N-K,.

e The unrestricted RSS under Hj is

RSS, = RSS, = RSSy, +RSS,, = >.02 + .02

with df, =df,, =df , +df

o 0 =N-2K,.

o The difference (RSSy — RSS;) in the numerator of F is

RSS, — RSS, = RSS, - (RSS, + RSS,)

N N, N,
- S (Y + S
i=1 i=1 i—1

e The numerator degrees of freedom equal

df,, =df,—df, =(N-K,) - (N-2K,)=N-K,~N+2K, =K,.

e The denominator degrees of freedom equal

df . =df, =N-2K,.

den
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o The sample value of the F-statistic for Hy against Hy is

RSS, —RSS, )/(df, —df,)

-
° RSS, /df,

_ (RSS, —RSS,)/K, )
~ RSS,/(N-2K,)

RSS, - (RSS,, +RSS,, )|/ K,
(RSS, +RSS,)/(N-2K,)

O Step 4: Apply the conventional decision rule.

« Null distribution of F,: F, ~ F(K,,N—2K,) under H,.

e Decision Rule: At the 100a percent significance level

1. reject Hoif F, > F,(K,, N-2K,) or p-value for F, < a;

2. retain Hy if F, < F,(K,, N-2K,) or p-value for F, > a.
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4. Approach 2: Pooled (Full-Interaction) Regression Approach

O Strategy: Estimate a single pooled regression equation that incorporates the
full set of coefficient differences between the PREs for Group 1 and Group 2.

a Derivation of Pooled Regression Equation

Group 1 PRE: Y, = a,+ o, X, + o, X, + Uy 1=1,...,N; .. (2.1)

Group 2 PRE: Y, = B, + B, X, + B, X, + Uy, 1=1,...,N; .. (2.2)
1. Multiply equation (2.1) by D1; and equation (2.2) by D2;:
DLY,; = a,DL + a,DL X, + a,DL X,. + DL u, (10.1)
D2.Y. = B,D2, + B,D2. X, + B,D2.X,. + D2.u, (10.2)

Note: We again assume that u, =u,, = u, -- i.e., that u,, and u., have
identical distributions, so that they have equal variances ¢ = c% = c°.

2. Combine equations (10.1) and (10.2) by adding them together for each
observation i =1, ..., N.

DLY, +D2Y, = 0,DL + o,DL X, + a,DL X, + D1,u;
+BoD2; + B,D2, X, + B,D2; X, + D2;u;
= a,DL + o,D1, X, + a,DL X,
+ BD2; + B,D2; X, + B,D2; X,
+ DLu; + D2,u,
or
(DL, +D2,)Y, = a,DL + a,DL X, + a,DL X,

+B,D2; + B,D2;X;; + B,D2; X, (11)
+ (DL, + D2, )y,
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3. Use the adding-up property to set D1, + D2, = 1 for all i in equation (11):

Y, = o,DL + a,DL X, + a,,DL X,

! _ (12.0)
+B,D2, + B,D2, X, + B,D2,X,, +u;, VI
e Result: This equation (12.0) is the pooled full-interaction PRE
corresponding to the alternative hypothesis H;:
Y. = o,DL + o,DL X, + a,DL X, (12.0)

+B,D2, + B,D2. X, +B,D2. X, +u, Vi
e Characteristics of equation (12.0):

1) Equation (12.0) has no intercept coefficient.

2) Equation (12.0) contains the full set of regression coefficients for both
the Group 1 PRF (o, a1, and op) and the Group 2 PRF (Bo, B1, and [3y).

Estimation of the pooled full-interaction regression equation (12.0) thus
yields coefficient estimates of both the Group 1 PRF and the Group 2
PRF.

3) Both the Group 1 and Group 2 PREs can be obtained from equation
(12.0).

e Group 1 PRE is obtained by setting D1, =1 and D2, =0 in (12.0):
Y, = a,+ o, X, + o, X, + U; V i suchthat D1, =1
e Group 2 PRE is obtained by setting D2, =1 and D1, =0 in (12.0):

Y; = By + B X, + B,X, + U, V i suchthat D2, =1
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O Two Alternative Forms of the Pooled Full-Interaction PRE (12.0):

1. Group 1 selected as base group: set D1. =1—- D2, in equation (12.0);
2. Group 2 selected as base group: set D2, =1— D1, in equation (12.0).

1. Group 1 selected as base group: Set D1, =1- D2, in equation (12.0):

Y, = o,D1, + a,DL X, + a,DL X, + B,D2, + B,D2, X, + B,D2, X, + U,
..(12.0)

Yi= OLo(l_ D2i)+ al(l_ D2i)xli + O‘2(1_ Dzi)XZi
+BoD2; + B,D2, X, + B,D2; X, + u;
=0, — 0,D2, + a, X, —a,D2, X, + o, X,, — a,D2, X,
+BoD2; + B,D2, X, + B,D2, X, + u;
Re-arrange the terms on the right-hand side of the above equation:
Y, =o,+ aX; +a,X,, —a,D2 - 0a,D2 X, -a,D2, X,
+B,D2; + 3,02, X;; + B,D2, X, + u;
=, + a, X, + o, X, +B,D2, — a,D2,
+B.D2; X, — 0,D2; X, + B,D2, X, — 0,02, X, + u;
Collect like terms in the above equation:
Y, =o,+ a,X;+o,X, +3,D2, —a,D2
+p,D2; Xy — ;D2 X, + B,D2; X, — a,D2, X, + u;
= 0y + o, Xy + 0, X, + (B — @) D2
+ (B, — a)D2, X + (B, — a,)D2, X, + u
Define the coefficients of D2;, D2;X3;, and D2;X5; as

Yo =Bo— 0o 71 =Bi—o; v, =B, a,.
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Finally, the pooled full-interaction regression equation with Group 1 as the base
group can be written as:

Y.

= 0y + oy Xy + o, Xy + (B — y)D2,
+ (B, —a,)D2, X + (B, — a,)D2, X, + u;

=0y + 0 Xy + o, Xy +7,D2; + 7,02, X, + v,D2, X, + u;

¢ Result: The pooled full-interaction regression equation with Group 1 as the
base group can be written as:

Y, = o, + o, X, +a,X,, +7,D2, +7v,D2, X, + v,D2, X, + u; (12.1)

where v, =By—0oy v =B—oy; v, =B, -,
Interpretation of the Coefficients of PRE (12.1):

1) Equation (12.1) contains an intercept coefficient — specifically, the Group
1 intercept coefficient o.

2) The slope coefficients of the regressors X;; and X,; are the Group 1 slope
coefficients a; and o,.

3) The coefficient y, of the Group 2 dummy variable D2; is the difference
between the Group 2 intercept coefficient B, and the Group 1 intercept
coefficient o,y — i.e., Yo = Bo — 0lo.

4) The coefficient y, of the interaction term D2;Xy; is the difference between
the Group 2 slope coefficient for X;; (B;) and the corresponding Group 1
slope coefficient for Xy; (ag) —i.e., y1 = B1 — os.

5) The coefficient y, of the interaction term D2;Xy; is the difference between
the Group 2 slope coefficient for X, (B2) and the corresponding Group 1
slope coefficient for Xy (o) —i.e., y2 = B2 — dz.
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2. Group 2 selected as base group: Set D2, =1- D1, in equation (12.0):

Y, = a,DL + a,DL X, + a,DL X, + B,D2, + B,D2, X, + B,D2, X, + U,
..(12.0)

Y, = a,D1 + o,DL X, + a,D1, X,
+ Bo(l_ Dli)+ Bl(l_ DI, )Xli + Bz(l_ DI, )Xzi + U
= a,Dl + o,D1 X, + a,DL X,
+ By — BoDL; + B Xy — B,DL Xy + B, X, — B,DL X, + u
Re-arrange the terms on the right-hand side of the above equation:
Y =Bo + BXy + B,Xy + DL + 0, DL X, + a,DL X,
- BoDli - BlDli xli - BZDliXZi + U
=By + By Xy + By Xy + DY, — B, DY
+ o, DL Xy — B,DL Xy + 0, D1 X5 = B, DL X + U
Collect like terms in the above equation:
Y =By + B Xy + By Xy + DY — B, DY
+ o, DL X; — B,DL X, + a,DL;, X = B,DL; Xy + U
=By + B Xy + B Xy + (0, — By) DY
+ (o, — B,)DL X, + (a, = B,)DL X, + U,
Define the coefficients of D1;, D1;X,;, and D1;Xs; as

Oy =0y—Py; O =0,—PB;; 08,=0,—P,.
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Finally, the pooled full-interaction regression equation with Group 2 as the base
group can be written as:

Y, =By + BXy + B, Xy + (o — By) DY
+ (o, — B)DL Xy + (o, — B,)DL Xy, + Uy,

=By + By Xy + By Xy +6,DL + 6,DL X + 6,D1 X, + U

¢ Result: The pooled full-interaction regression equation with Group 2 as the
base group can be written as:

Y, =B, + B X, + B, X, +9,DL + 06,01 X, + 8,DL X, + u, (12.2)
where 8, =0, —Bo; O =0y —Py; B, =0, - P,

Interpretation of the Coefficients of PRE (12.2):

1) Equation (12.2) contains an intercept coefficient — specifically, the Group 2
intercept coefficient Bo.

2) The slope coefficients of the regressors X;; and X,; are the Group 2 slope
coefficients B, and ..

3) The coefficient §, of the Group 1 dummy variable D1; is the difference
between the Group 1 intercept coefficient o, and the Group 2 intercept
coefficient Bo —1.e,8p=0g— Bo.

4) The coefficient 8, of the interaction term D1;Xj; is the difference between
the Group 1 slope coefficient for Xy; (o) and the corresponding Group 2
slope coefficient for Xy; (By) —1.e., 81 = oy — B1.

5) The coefficient &, of the interaction term D1;Xy; is the difference between
the Group 1 slope coefficient for Xy; (o) and the corresponding Group 2
slope coefficient for X,; (B,) —i.e., 8, = o, — Bo.
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O Properties of Pooled Regression Equations (12.0), (12.1) and (12.2)

There are three different but equivalent ways of writing the pooled full-
Interaction regression equation:

Y, = a,DL + a,DL X, + a,DL X, + B,D2, + B,D2, X, + B,D2, X, + U,

...(12.0)

Y, =a,+ o, X; +a,X, +7,D2, +7v,D2, X, + v,D2, X, + u; (12.1)
where v, =B,—0ay Y =B v, =B,—a,.

Y, =B, + B, X, + B,X, +6,DL + 8,01, X, + 8,D1 X, + u; (12.2)

where 8, =a,—Po; S =0, — B 5, =0, .

Note: The y; coefficients in pooled regression (12.1) are equal in magnitude
but opposite in sign to the §; coefficients in pooled regression (12.2).

Vi = B;—a; = -9, or d; = o;—Bj = —v; j=0,2,3.

1. Equations (12.0), (12.1), and (12.2) are observationally equivalent: OLS
estimation of equations (12.0), (12.1), and (12.2) yield identical values of

RSS = residual sum-of-squares
&2 = the estimator of the error variance c°

R? = the coefficient of determination.

2. The unrestricted RSS from OLS estimation of equations (12.0), (12.1), and
(12.2) equals
RSS, =RSS, =RSS;, +RSS,, with df, =df, = N-2K,.
That is, the RSS from OLS estimation of pooled equations (12.0), (12.1),

and (12.2) equals the sum of the RSS values from separate OLS estimation
of the Group 1 and Group 2 regression equations.
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O FE-Tests of Complete Coefficient Equality — Three Equivalent Tests

TEST 1: Use OLS estimates of pooled equation (12.0)

Y, = a,DL, + a,DL X, + a,DL X, + B,D2, + B,D2, X, + B,D2, X, +u,
Vi=1, .. N ...(12.0)

to perform an F-test of

Ho: OLJ'=BJ' Vj=0,1,2
Hi aj # B j=0,1,2

¢ Restricted OLS-SRE corresponding to Hy is obtained by OLS estimation of the
restricted equation (1) on the full sample of N = N; + N, observations:

Y, = Bo + leli + EZXZi + lﬁji Vi=1 . ,N=N; +N; - (1)

Yields restricted RSS
N
RSS, = RSS; = ZU? with df, =df, =N-K,=N-3.
i=1

¢ Unrestricted OLS-SRE corresponding to H; is obtained by OLS estimation of
equation (12.0):

Y, = &,D1, + 6,DL X, + &,DLX,, + B,D2, + f,D2, X, + B,D2,X,, + 10,

vV i=1,...,N
Yields unrestricted RSS

N
RSS, = RSS, = Y02  with df, =df,=N-K=N-2K,=N-6.
i=1
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TEST 2: Use OLS estimates of pooled equation (12.1)

Y, =0, + o, X, + a,X, +7,D2, +v,02, X, + v,D2. X, + u, (12.1)

Yo =Bo— s 11 =PBi—0y; v, =B,—0,.
to perform an F-test of

Ho: v;=0 vij=0,12 = v;=B;—a;=0 V j=0,1,2
Hir v;#0 ji=0,1,2 = y,=B,-a;#0 j=0,1,2

¢ Restricted OLS-SRE corresponding to Hy is obtained by OLS estimation of
equation (12.1) with yo =y, =y, = 0 on the full sample of N = N; + N,
observations:

Y. :&O+&1X1i+&2X2i+ﬁi \v4 izl,...,N=N1+N2

Yields restricted RSS
N
RSS, = RSS; = ZU? with df, =df, =N-K,=N-3.
i=1

¢ Unrestricted OLS-SRE corresponding to H; is obtained by OLS estimation of
equation (12.1):

Yi = 0+ 0y Xy + 0, Xy + 7,02 +7,D2 X, + 7,02, X, +

?o = Bo_&o; ?1 = Bl_&l; ?2 = Bz_&z-
Yields unrestricted RSS

N
RSS, = RSS, = Y02  with df, =df,=N-K=N-2K,=N-6.
i=1
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TEST 3: Use OLS estimates of pooled equation (12.2)
Y, = B, + B.X, + B,X, +8,DL + 8,DL X, + 8,D1 X, + U, (12.2)
g =0y —PBy; 0, =0, —B;; O, =0a,—P,.
to perform an F-test of
Ho 8,=0 VvV j=0,1,2 = § =0,-p; =0V j=01,2
Hi 8, #0 i=0,1,2 = § =0o,-B;#0 j=0,1,2
¢ Restricted OLS-SRE corresponding to Hy is obtained by OLS estimation of

equation (12.2) with 8o = &; = 8, = 0 on the full sample of N = N; + N,
observations:

Yi:BO+leli+BZX2i+G Vi=1..,N=N;+N;

Yields restricted RSS
N
RSS, = RSS; = Z’Uf with df, =df; =N-K,=N-3.
i=1

¢ Unrestricted OLS-SRE corresponding to H, is obtained by OLS estimation of
equation (12.2):

~

Y, = ﬁo + B, X, + ﬁzxm + SODli + S1D1i Xy + 82D]-ixzi + 0,
80 = &O_BO; 81 = &1_61; 82 = &2_32-
Yields unrestricted RSS

N
RSS, = RSS, = Y07 with df,=df, =N-K=N-2K,=N-6.
i=1
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O Equivalence of Three F-Tests

The three F-tests based on pooled full-interaction regression equations (12.0),
(12.1), and (12.2) are equivalent to each other and to the F-test computed
using the separate regressions approach.

F(12.0) = F(12.1) = F(12.2) = F; ~ F(K,, N—-2K) under H.
where all four F-statistics F(12.0) = F(12.1) = F(12.2) = Fsg = Fp and

RSS, —RSS,)/(df, —df,) (RSS,-RSS,)/K,

RSS, /df, RSS,/(N-2K,)

|
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O Meaning/Interpretation of Joint F-Tests of Complete Coefficient Equality

Meaning of TEST 1: Uses OLS estimates of pooled equation (12.0)

Y; = a,D1 + a,DL X, + a,DL X, + B,D2, + B,D2, X, + B,D2,X,, +u, (12.0)
to perform an F-testof Hy: oj = B; V=0, 1, 2versus Hi: oy = B forj=0, 1, 2.
The population regression functions (PRFs) for Group 1 and Group 2 implied
by pooled regression equation (12.0) give the conditional mean value of Y for

each group for any given values of the explanatory variables Xj; and Xj;.

¢ The Group 1 conditional mean value of Y; for given values of X; and X,;
implied by equation (12.0) is:

E(Y,| Xy, X, DL =1,D2,=0) = a, + a, Xy, + 0, Xy,

¢ The Group 2 conditional mean value of Y; for given values of X; and Xy;
implied by equation (12.0) is:

E(Yi‘ X X4, DL, =0, D2, :1) =By + B Xy +B,X,,

The null hypothesis of complete coefficient equality —Ho: o = ; V j=0,1,2
— means that

E(Y,| X4, X,,, DL, =1,D2,=0) = E(Y,| X, X,,DL =0,D2, =1)
= Bo + leli + B2X2i

I.e., the Group 1 conditional mean value of Y equals the Group 2 conditional
mean value of Y for any given values of X; and X.
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Meaning of TEST 2: Uses OLS estimates of pooled equation (12.1)

Y, =0, + o, X, +a,X, +7,D2, +v,D2, X, + 7,02, X, + u, (12.1)

to perform an F-test of Hp: y; =0 v j=0,1,2versusHy: v, #0j=0, 1,2 where
v;=B;-a;=20forj=0,1,2

The population regression functions (PRFs) for Group 1 and Group 2 implied
by pooled regression equation (12.1) give the conditional mean value of Y; for
each group for any given values of the explanatory variables X;; and Xj;.

¢ The Group 1 conditional mean value of Y; for given values of X;; and X,;
implied by equation (12.1) is:

E(Y,| Xy, X5, D2,=0) = 0g + 0, Xy + 0, X,

¢ The Group 2 conditional mean value of Y; for given values of X;; and X,;
implied by equation (12.1) is:

E(Yi‘ Xyir Xy, D2, :1) = (0t + 7o) + (o +y) Xy + (o, +7,) Xy,

The null hypothesis of complete coefficient equality —Ho: v; =0V j=0,1,2 -
means that

E(Y,| Xy, X, D2,=0) = E(Y,| Xy, X,;, D2, =1) = 0t +a, Xy, + @, X,

I.e., the Group 1 conditional mean value of Y equals the Group 2 conditional
mean value of Y for any given values of X; and X,.
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Meaning of TEST 3: Uses OLS estimates of pooled equation (12.2)

Y, =B, + BXy + B,Xy +8,DL +8,DL X, + 8,DL X, + U, (12.2)

to perform an F-test of Hy: 6, =0 vV j=0,1,2 versus H;: §, #0j =0, 1, 2 where
o, =a,—B;, #0forj=0,1,2

The population regression functions (PRFs) for Group 1 and Group 2 implied
by pooled regression equation (12.1) give the conditional mean value of Y; for
each group for any given values of the explanatory variables X;; and Xj;.

¢ The Group 1 conditional mean value of Y; for given values of X;; and X,;
implied by equation (12.2) is:

E(Yi‘ X Xy, DY :1) = (By +0,) + (B, +3.)Xy; + (B, +06,)Xy

¢ The Group 2 conditional mean value of Y; for given values of X;; and X,;
implied by equation (12.2) is:

E(Yi‘ Xli’ sz Dli :0) = Bo + leli + BZXZi

The null hypothesis of complete coefficient equality — Ho: 6,=0V j=0,1,2-
means that

E(Yi‘ Xy Xy, DL :1) = E(Yi‘ Xiis Xy, DL :0) =By + B, Xy +B,Xy

I.e., the Group 1 conditional mean value of Y equals the Group 2 conditional
mean value of Y for any given values of X; and X,.
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O Advantages of Pooled Regression Approach (Approach 2)

1. Approach 2 is more informative.

It permits t-tests of individual coefficient differences between the Group 1
and Group 2 regression functions.

This advantage is particularly evident when a base group is selected for the
pooled full-interaction regression equation.

2. Approach 2 is more flexible.

e Approach 2 can be used to test for coefficient equality between any subset
of regression coefficients in the Group 1 and Group 2 PRFs.

Approach 1 can only test the hypothesis of complete coefficient equality
between the Group 1 and Group 2 regression functions.

 Illustrations of Approach 2: Tests for equality of subsets of coefficients.
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¢ Test 1: Equality of all (both) slope coefficients.

Ho: o, =B, and «a,=p, in pooled PRE (12.0)
v, =0 and v, =0 in pooled PRE (12.1)
5,=0 and 9o,=0 in pooled PRE (12.2)

Hy: o, #p, andlor o, #p, in pooled PRE (12.0)
v, #0 and/or vy, =0 in pooled PRE (12.1)
5, #0 and/or 6, =0 in pooled PRE (12.2)

o Restricted OLS-SRE corresponding to Hy is any one of the following three
OLS sample regression equations, for which K, = 4:

Y, = 4,DL, + B,D2, + B X, + B,X, + 1. from (12.0)
Y, =a,+ a,X;+a,X, +7,D2 + U, from (12.1)
Y, = B, + BXy + B,X, + 8,DL + T, from (12.2)

e The restricted RSS under Hg is

U with df,=df,= N-K,= N-4.

™M=

Il
N

RSS, = RSS, =

e The unrestricted RSS under Hj is
N
RSS, = RSS,, :zaf with df, = df, = N-K = N-6.
i=1

e The numerator degrees of freedom equal

df = df,—df, = (N-K,) - (N-K) = K-K,=6-4 = 2.

num
e The denominator degrees of freedom equal

df, = df,= N-K = N—6.

den
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¢ Test 2: Equality of a subset of slope coefficients, e.g. the coefficient of Xj;.

Ho: o, =B, in pooled PRE (12.0)
v, =0 in pooled PRE (12.1)
5,=0 in pooled PRE (12.2)

Hi: o, #B, in pooled PRE (12.0)
v, #0 in pooled PRE (12.1)
5, #0 in pooled PRE (12.2)

o Restricted OLS-SRE corresponding to Hy is any one of the following three
OLS sample regression equations, for which K = 5:

Y, = a,DL + B,D2, + @,DL X, + B,D2, X, + B,X, + U, from (12.0)
Y, =a,+ a,X;+ a,X, +7,D2+vy,D2 X, + U, from (12.1)
Y, = By + BXy + BX, + 8,DL + 8,DL X, + T, from (12.2)

e The restricted RSS under Hg is

W with df, = df,= N-K,= N-5.

™M=

Il
N

RSS, = RSS, =

e The unrestricted RSS under Hj is
N
RSS, = RSS,, :zaf with df, = df, = N-K = N-6.
i=1

e The numerator degrees of freedom equal

df . =df,—df, = (N-K,) - (N-K) = K-K,=6-5 =1,

num
e The denominator degrees of freedom equal

df, = df,= N-K = N—6.

den
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¢ Test 3: Equality of intercept coefficients only.

Ho: o, =, in pooled PRE (12.0)
Y, =0 in pooled PRE (12.1)
5, =0 in pooled PRE (12.2)
Hi: o, #B, in pooled PRE (12.0)
Y, %0 in pooled PRE (12.1)
S, %0 in pooled PRE (12.2)

o Restricted OLS-SRE corresponding to Hy is any one of the following three
OLS sample regression equations, for which K = 5:

Y, = B, + @,DL X, + B,D2,X, + @,DLX,, + B,D2, X, +U, from (12.0)
Y, =a,+ a,X;+a,X, +7,D2, X, +7v,D2.X,, + U, from (12.1)

Y, = By + Xy + B,X, + 8,DL X, + 8,D1L X, + U, from (12.2)

e The restricted RSS under Hg is

W with df, = df,= N-K,= N-5.

™M=

Il
N

RSS, = RSS, =

e The unrestricted RSS under Hj is
N
RSS, = RSS,, :zaf with df, = df, = N-K = N-6.
i=1

e The numerator degrees of freedom equal

df . =df,—df, = (N-K,) - (N-K) = K-K,=6-5 =1,

num
e The denominator degrees of freedom equal

df, = df,= N-K = N—6.

den
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O Computing Test 1, Test 2 and Test 3

For each test, compute the sample value of the general F-statistic, and then
apply the conventional decision rule:

¢ Sample value of general F-statistic is computed as:

RSS, - RSS, )/ (df, —df,)

F - ( ~ F(df, —df,, df,) under H,

RSS, /df,
or
F - (RSS, —RSS,)/(K-K,) ~ F(K-K,, N=K) under H.
RSSl/(N - K)

¢ Decision Rule:

(1) If Fo 2 Fo(K-Ky, N=K), or if the p-value for Fy < a, reject the coefficient
restrictions specified by the null hypothesis H, at the 100a% significance
level,

(2) If Fo < Fo(K-Kg, N=K), or if the p-value for Fy > a, retain (do not reject)
the coefficient restrictions specified by the null hypothesis Hy at the
100a% significance level.
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