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ECON 351* -- NOTE 13

Goodness-of-Fit in the Multiple L inear Regression M odel

e The population regression equation, or PRE, takes the form:
Yi = Bo+ BiXy+ B Xy + -+ B X + U (1)

where u; is an iid random error term.

e The OLSsampleregression equation (OL S-SRE) for equation (1) can be
written as

Y, =By + B Xy + B, Xy + -+ PX + 0, =Y, + 0 i=1,..,N) (2
where

(1) the OL Sestimated (or predicted) valuesof Y;, or the OLS sample
regression function (OLS-SRF), are

?i :B0+B1X1i+B2X2i+"'+Bkai (i=1..N)

(2) the OL Sresiduals are
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1. The OL S Decomposition Equation

1.1 General Form of the OL S Decomposition Equation

O For the OLS sample regression equation (OLS-SRE)

A~

Y, = BO+B1X1i+B2X2i+"'+kaki+ai =Y, +0 i=1..N) (2

the OL S decomposition equation is

N N N
Sy =39+ >0 & TSS=ESS + RSS
i=1 i i

N N

2 >yg= Z(Y Y) ESS = the Explained Sum of Squares
N N

(3) >ul= Z(Y Y) RSS = the Residual Sum of Squares

O Interpretative Formulafor ESS

2

N . ~ N A N
ESS = Zylz = B2 XY + B XY+ + B XY,
i=1 i=1

i=1 i=1

where x; =X; -X;,j=1,2, ...,k

Implication: ESS=0 if Bl_O and BZ_O and . B =0
|fBj=0foraIIJ— k
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1.2 Derivation of OL S Decomposition Equation

We derive the OLS decomposition equation for the simplest case, that is the three-
variable multiple regression model for which the OLS-SRE is

Y, = Bo +leli +BZX2i +0; = ?i +0, (i=1..N) ()

STEP 1. Writethe OLS-SRE (2) in deviation-from-means for m.

1. Substitute for B, in equation (2) the formula B, =Y — B, X, —B,X,:
Y =Y- Blil - Bziz + leli + BZXZi +U;.

Re-arrange by subtracting Y from both sides and collecting terms in Bl and BZ:

no

3. Therefore, since ¥, = leli + BZXZi, we have the result that

y, =9 +0;. (3)
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STEP 2. Square both sides of equation (3).

y, =9 +0,. (3)
= (9, +0,) = 92 + 02 +29,0,. (4)

STEP 3. Sum equation (4) over the sample observations, fromi=1toi=N.

H
M=
<
MZ
<

+

9.0,.

i=1 i=1 i

N N
0 + 2
=1 i=1

2. But the computational properties of the OLS-SRE imply that 9.0, = 0.

i= 1

N N
390, =Y (V-VY)a
i=1 i=1

N A PR
= > (%0,-Ya,)
i=1
N N
= ZYlai —Yzﬁi
i=1 i=1
=0
because

N

0, =0 by computational property (C3)

N A
>"Y,0, =0 by computational property (C5).
i=1

O Result:

N

REIRTESI, ©

i=1

e, TSS = ESS + RSS
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2. Computational Formulafor RSS

A convenient computational formula for the residual sum of squares RSS is:
N N ) N s N , A N
Z Z Yi Zyi = Zyi —B Z sz.Y. (6)

Derivation of equation (6) for RSS

1. The i-th OLS residual G; can be written in deviations-from-means form as
u, =Y, -Y,
=Y, - By — B Xy — B, X, since Y, =B, — B Xy — B,X,
=Y, — (V= BX, — B,X, )~ BoXy — B.Xy sincefly =Y —B,X, —B,X,
:( ) Bl( Yl)_BZ(XZi _iz)
=¥, = BuXy — Xy

2. Multiplying both sides of the above equation by 0., we obtain
07 = (v, ~Bxy —Boxa )0,
=vy.0, —leliﬂi —BZxZiOi
3. Summing both sides of the above equation over the sample yields
202 =2 y.0, —B,ZX, 0, —B,Z X, 0,
=2y0;

since the OLS normal equations imply that .. x,;0, =0 and X, x,,0, = 0.

4. Setting U, =, —leli - BZXZi in the above equation yields the result
Ziaiz = Ziyi (Yi _leli _ﬁzxzi)
= zi yi2 _Bl zi X5iYi _Bz zi XY = zi Yi2 _zi 9.2
where >, 9.2 = ﬁl 2 XY+ ﬁz 2 X,Y; = ESS.

ECON 351* -- Note 13: Goodness-of-Fit in the Multiple LRM ... Page 5 of 16 pages



ECONOMICS 351* -- NOTE 13 M.G. Abbott

3. The Coefficient of Determination -- R?
3.1 Definition of R?

1. Start with the OL S decomposition equation:

N N N
Syl =39+ >0 2N TSS = ESS + RSS
i=1 1

i=1 i=

N
2. Divide both sides of the OLS decomposition equation by TSS = > y?:
i=1

29 207
1= 4 (7.1)
RN G
or
1- B35 RSS (7.2)
TSS ' TSS

3. The coefficient of deter mination R? is defined as:

>9; 2.0
R?= v =1- ley? from equation (7.1)
or
R? = _EI__:: 1 - _R;Tsz from equation (7.2)
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3.2 Alternative Formulafor R?

1. Start with the OLS decomposition equation (5)

y?

IMe

N N
2.9 + 200
i=1 i=1

N
and expression (6) above for RSS = > 0°
i=1

N N ~ N ~ N
RSSZZG? :ZYiZ _Blleiyi _Bzzxzi)’i :
i=1 i=1 i=1

i=1

Q)

(6)

N
2. Substitute the right-hand side of equation (6) for > 07 in the decomposition

i=1

equation (5):

N N N ~ N ~ N
Zyi2 = Zylz +Zyi2 - Blleiyi - BZZXZiyi .
i=1 i=1 i=1 i=1 i=1

N
3. Subtract > y? from both sides of the above equation:

i=1

N

~ N ~ N
0= Zyuz - 1_2_1:X1iYi - Bzzllxziyi-

i=1

N
4. Solve the above equation for > 97 :
i=1

N ~ N ~ N
&2
Vi =B XY + B, X, Y, = ESS. (8)
i=1 i=1 i=1
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N
0O Result: Substitute the expression for ESS=>_§? given by equation (8) into

i=1
the definition of R® to obtain the following expression for R*:

ESS Zy'z Blzilxliyi + Bzzi:XZiYi

= = 9.1
TSS 3y >y &1

R2

In general, for the general multiple linear regression model with k = K — 1 non-
constant regressors, the expression for R is:

ESS ZI:)A/.Z Blzi‘,xliyi + Bzzi‘,xziYi +oee Bkzi:xkiyi

_ _ 9.2
TSS  Xy: PR &2

R? =

3.3 Interpretation of R% The Values of R?

O What Does R M easur e?

R? = the proportion of the total sample variation of the dependent variable Y
that is explained by the sample regression function, i.e., by the values of
the regressors Xy, Xoi, ..., X

0 TheValuesof R?

R? values lie in the closed unit interval [0, 1]; i.e., 0 £ R? < 1.
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O Interpreting the Values of R?

e Rule 1: The closer isthe value of R?to 1, the better the goodness-of-fit of the
OLS-SRE to the sample data.

+ The upper limiting value R® = 1 corresponds to a perfect fit of the OLS-
SRE to the sample data.

ESS _

R =1 _
TSS

1 = ESS=TSS = RSS=Y,. 02=0.

+ Butsince 07 >0foralli, RSS = X, 07 = 0 if and only if
0.=0v i=1,.., N

+ Therefore, a perfect fit of the OLS-SRE means that
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e Rule 2: The closer isthe value of R?to 0, the worse the goodness-of-fit of the
OLS-SRE to the sample data.

+ The lower limiting value R? = 0 corresponds to the worst possiblefit of the
OLS-SRE to the sample data.

R°=0 = _IIE_—:z:O = ESS=0 = TSS=RSS.

+ When does ESS =0? ESS =0 when

N ~ N ~ N ~ N
ESS = Zyuz = Blleiyi + BzzxziYi +oeet Bkzxkiyi = 0.
=) =) i

i=1

+ A saufficient condition for ESS = 0 is thus that all slope coefficient
estimates equal zero: i.e.,

A ~ ~

Bj:O vj=1!21---1k = B1:B2:'“:Bk20.
+ Finally, since

?i =By +BXy + B, Xy + -+ B Xy

and

~ A~

Bo :v_ﬁli1_ﬁziz _"'_Bkik’

it follows that Bl = ﬁz == ﬁk: 0 means that

A~ A~

Y. =B,=Y vVi=1,.,N.

The reason is that f%l = [32 =...= ﬁk: 0 implies that
(1) ?i = PBo since ?i = Bo +leli +BZX2i +"'+kaki

A~ A~ A~ A~

(2) ?i =B,=Y since ﬁo :V_lel -B,X, _'”_Bkik'
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3.4 Limitations of R?

The R? can be used to compare the goodness-of-fit of alternative sample
regression equations only if the regression models satisfy two conditions.

(1) The models must have the same regressand, or same dependent variable.
Reason: TSS, ESS, and RSS depend on the units in which the regressand Y;
IS measured.

(2) The models must have the same number of regressorsand regression

coefficients -- i.e., the same value of K.

Reason: Adding additional regressors to a regression equation — i.e.,
increasing the value of K — always increases the value of R.

e ESSis an increasing function of the number of regressors K.
e RSSis a decreasing function of the number of regressors K.

« Therefore, R?is an increasing function of the number of regressorsK.
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4. The Adjusted R?

4.1 Definition of Adjusted R?

~2
RP—1_ RSS/(N - K) 1 0_2
TSS/(N -1) SY
where
., RSS

G :W = the unbiased estimator of the error variance

2

o1ss 2(V-Y) .
sy = = = = the sample variance of the Y; values.
N-1 N-1

4.2 Relationship Between R” and Adjusted R®

ﬁzzl—(l—Rz)H.

(1) For valuesof K>1, R? < R?.

(2) R? can be negative, even though R? is non-negative.

4.3 Guidelinesfor Using Adjusted R?

1. R? can be used to compare the goodness-of-fit of two regression models
only if the models have the same regressand.

2. R? should never bethe solecriterion for choosing between two or more
sample regression equations.
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5. The ANOVA Tablefor the OLS SRE

5.1 The General ANOVA Table

The OL Ssampleregression equation (OL S-SRE) is written as
Y, = ﬁo +ﬁlxli +BZX2i +e B Xy + U = ?i +0, (i=1,..,N). (2)

The Analysis-of-Variance (ANOVA) table for the OLS SRE in a multiple
linear regression model takes the following general form.

Sour ce of variation SS df Moo 58/de
| - N -
;l:)l(?o{sigi]rgg)slon function oo _ ;yiz <1 ES_Sl ] ZK. _yli
: . )
Lhnee;fuﬁﬁif) RSS = Zl 02 N — K NRfi _ %_l:(i
1-1?:?: sample variation TS - gy? N
Definitions:
K = the total number of estimated regression coefficientsin the OLS-
SRE.

Thus, k = K — 1 = the number of estimated slope coefficientsin the OLS-
SRE.

Interpretative Expression for ESS:

N ~ N ~ N ~ N
ESS = 29,2 = Blleiyi + BZZXZiyi +oet Bkzxkiyi
i=1 i=1

i=1 i=1

Interpretative Expression for RSS:

NN N N N ~ N ~ N
RSSEZUi :Zyi —2.Yi =Z i _BlleiYi_BzzxziYi_”'_Bksziyi
i=1 i=1 i=1 =] i=1 i=1 i=1
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5.2 The ANOVA F-statistic

The ANOVA tableyields an F-statistic that is used to test the joint
significance of all the slope coefficients in a multiple linear regression model.

e The unrestricted PRE is:

Yi = Bo+ BiXy + BXy + o+ B Xy + U (i=1,..,N) (1)

e The null and alter native hypotheses are:

Ho: Bj=0 forallj=1,....k < p;=0andP,=0...andBx=0
Hi: Bj=0 forj=1, ...,k < Pr=0and/or B, #0 ... and/or Bx=0

The null hypothesis Hy says that all slope coefficientsare jointly equal to
zero.

The alternative hypothesis H, says that some or all of the slope coefficients
are not equal to zero.

o The restricted PRE corresponding to the null hypothesis Hy is obtained by
substituting into the unrestricted PRE (1) the coefficient restrictions specified
by Ho. That is, set B; =0 and B, =0 ... and B¢ = 0 in regression equation (1);
this yields the restricted model:

Y, =B,+u,  (i=1, .. N) (10)

Note: OLS estimation of regression equation (10) yields the restricted sample
regression equation

Yi:Bo"‘Gi (i=1..N)

where

B’O =Y =1L = the sample mean of the observed Y; values and

~

U =Y, -B,=Y,-Y =y, = the restricted OLSresiduals (i =1, ..., N).
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e The ANOVA F-statigtic is theratio of (1) the M SS (mean sum-of-squares) for
the sampleregression function to (2) the MSSfor theresiduals:

ESS/(K-1) _ Zg’?/(K‘l) ) Z??/(K—l)

i=1 i=1

RSS/(N-K) ia?/(N—K) - &2

ANOVA —F, =

Note that the denominator of ANOVA-F, is the OLS estimator of o?:
N n2
., RSS 2.0

o = =
(N-K) (N-K)

e The null distribution of Fy - i.e., the distribution of ANOVA-F, under the null
hypothesis Hy: B; =0 forall j =1, ..., k —is the F[K-1, N-K] distribution:

- _ ESS/(K-1)

— ~ FK-1, N-K] underHq:Bij=0 V j=1, ...,k
"= RSS/(N_K) L ] P .

e Decision Rule-- Formulation 1:

Let F [K-1, N—-K] =the a-level critical value of the F[K -1, N - K]
distribution.

Retain Hy at significance level o if F, <F [K-1, N-K].

Reject Ho at significance level o if F, >F [K-1, N-K].

e Decision Rule-- Formulation 2:

Retain Hy at significance level a if the p-value for F, > .

Reject Hy at significance level o if the p-value for F, < a.

ECON 351* -- Note 13: Goodness-of-Fit in the Multiple LRM ... Page 15 of 16 pages



ECONOMICS 351* -- NOTE 13 M.G. Abbott

e Alternative Formulafor the ANOVA F-statistic:

Recall that the ANOVA F-statistic is written as

ESS/(K -1)
RSS/(N - K)

ANOVA-F, = ~ F[K -1, N-K].

Recall the definition of the R? for the unrestricted OLS SRE (2):

o _ESS_, _RSS RSS

= =1 - = =1-R?,
TSS TSS TSS

To obtain the alternative formula for ANOVA-F,, divide the numerator and
denominator of ANOVA-F, by TSS:

ESS/(K-1)  ESS/TSS/(K-1) = R*/(K-1)

ANOVA-F, = = - ,
RSS/(N-K) RSS/TSS/(N-K) (1-R?)/(N-K)

O Result: The ANOVA F-statistic can be calculated using either of two
equivalent formulas:

ESS/(K-1) = R?*/(K-)
RSS/(N-K) (1-R?)/(N-K)’

ANOVA-F, =

Note: Either formula allows the ANOVA F-statistic to be computed using only
OLS estimates of the unrestricted model given by equation (1) -- i.e., using
only results for the unrestricted OL S-SRE (2).
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