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ECON 351* -- NOTE 9

F-Testsand Analysis of Variance (ANOVA) in the
SimpleLinear Regression M odel

1. Introduction

1. The simple linear regression model is given by the following population
regression equation, or PRE:

Y, =B, +BX, +u, where u; is iid as N(0,6°) (i=1,...,N) (1)

This is the simple Classical Normal Linear Regression Model (CNLRM).

2. OLS estimation of the PRE (1) yields the following OL S sampleregression
equation (or OLS-SRE):

Y, =B, +B,X +0, =Y+, i=1,..,N) 2
where

[30 = the OLS estimator of the intercept coefficient Py;
Bl = the OLS estimator of the slope coefficient [3;;

Y. =B, +PB,X, is the i-th estimated (or predicted) value of the dependent

variable from the OLS regression, called the OL S sample
regression function (or OL S-SRF);

0, =Y -V, =Y, B, -p X, is the i-th OLS residual.

1 1
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O Formulas:

5 Xy, (X -X)Y.-Y : :
B, = 2 XY, _ 2 (X; )(Y; ) _ unbiased estimator of f3;;

- 2, Xi2 2 (X _Y)2

A —_

Bo=Y - ﬁli = unbiased estimator of By;

o 20

. . 2
6 = = unbiased estimator of ¢°;

Vér(fil) =3 = unbiased estimator of Var(Bl);

1
A A 22 )2 )
se(B,) =+ Var(B,) = ( © 2] = unbiased estimator of se(f,);

XX &XX]
NXx! NI (X -X)

1

A ~ 52 . 2 5 A

se(B,) =+/Var(B,) = [(;é—‘xz‘) = unbiased estimator of se(3,).
i X

Vﬁr(BO) — = unbiased estimator of Var(Bo);
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2. F-Testsof Individual Coefficient Equality Restrictions

Note 6 derived both the t-statistic and the F-statistic for ﬁl . Note 8 explained how
to use the t-statistic for ﬁl to perform tests of equality restrictions on individual

regression coefficients. This section outlines how the F-statistic for ﬁl can be

used to perform two-tail tests of equality restrictions on individual regression
coefficients.

O TheF- and t-gatisticsfor B, (j =0, 1)

(i) b Bep
FPB.) = —~—*2 ~ HI,N-2]; t(B) = 24— = Tl
B =) TN B = oy

~ N -2].

- Relationship between the test statistics F(B,)and t(B,):

F(Bj):(t(ﬁj))2 orequivalently  t(B,)=+/F(B,).

The F-statistic for ﬁj = thesquare of the t-statistic for ﬁj.
The t-statistic for ﬁj = thesquare root of the F-statistic for ﬁj.

e Relationship between thet and F distributions:

The square of a t-distribution with N-2 degrees of freedom has the F-
distribution with 1 numerator degree of freedom and N—-2 denominator degrees
of freedom.

(t{N—2])’ has the F[1, N —2] distribution: ([N —2])° ~ F[1, N—-2].
Implications: Let a be the chosen significance level for a two-tail hypothesis

test. The critical values of the F[1, N-2] and t[N-2] distributions are related
as follows:

F[1,N-2] = (t,,[N-2]] or t,[N-2]=.E[,N-2].
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O Two-tail F-tests of equality restrictions on individual regression coefficients

Like the t-statistic t(ﬁl) , the F-statistic F(Bl) can be used to perform two-tail
tests of equality restrictions on individual regression coefficients.

o Null and alternative hypotheses:

Hy: B =Db; or B; —b; =0 where b, is a specified constant

Hi: B1#b; or By —b; #0 <« atwo-sided alternative hypothesis
< atwo-tail test.

o A feasible test statistic for Bl iseither the F-statistic or the t-statistic for Bl:

~

F]:M~F[1,N—2] or tAI:ﬁl_B1~tN—2.
5 Var(B)) 5 s&(By) N2

o Calculatethe sample value of the F-statistic F(Bl) or thet-statistict(Bl)

under the null hypothesis Hy. In the expression for F( ﬁl) or t(ﬁ1 ), set B; equal to
by, which is the value of B; specified by H. The resulting sample values of the
test statistics F(Bl) and t(ﬁl) under Hj are:

F,p,) = M and t, (B, =B1;Abl.
5 Var(B,) #) se(B,)

« The null distributions of Fo(B,) and to(B,): If the null hypothesis Ho: B; = b
1s true, then

Ep,) = M ~ F[1, N—=2] under Hy;

Var(B,)

t,(B,) = Elé(_ﬁ?)l ~ t{N —2] under H,.
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e Decision Rule-- Formulation 1

Let o = the chosen significance level for the test.

E [1,N —2] = the o-level critical value of the F[1,N — 2] distribution;
t,o[N —2] = the af2-level critical value of the {[N — 2] distribution.

At significance level a:

Retain Hy: By =b;  if E,(B,) < E[I, N-2];
if | to(B)] < t,,[N—-2].

Reject Ho: B1=by  if E(B,) > E,[I, N-2];

o

if | to(B))| > t[N-2].

e Decision Rule-- Formulation 2: the p-value approach

The p-value for the calculated F-statistic F,(B,) = Pr(F > F,).
The two-tail p-value for the calculated t-statistic t,(B,) = Pr(\t\ > \to\).

At significance level a.:

Retain Hy: B = by if p-value for Fo(fil) > o
if two-tail p-value for t,(B,) > a.
Reject Hp: p1 =b;  if p-value for F,(B,) < a..

if two-tail p-value for t,(B,) < o.
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o Equivalence of the F-test and t-test of Ho: B; = by versusHj: B1 # by follows
from two facts:

(1) The sample values of thetwo test statistics arerelated according to the
equality

F, = (to)2 .

Under the null hypothesis Hy: B; = by, the calculated sample value of the
general F-statistic equals the square of tq:

E, = (ﬁl_bl)z _ [ ﬁl_bl ]2 _ [ﬁl_bljz _ (to)z-

var) | \fvar(,) s&(B,)

(2) The null distributions of thetwo test statisticsarerelated according to a
similar equality:

(N =21 ~ F[1,N-2].
i.e., the square of a t[N — 2] distribution has the F[1, N — 2] distribution

Implication: The square of the o/2 critical value of the t[N — 2]

distribution equals the a-level critical value of the F[1, N — 2] distribution;
1.e.,

(t,,[N=2]] = F,[1,N-2].

Q0 Usageof t-statisticsand F-statistics for testing individual coefficient
equality restrictions

t-statistics can be used to perform both two-tail and one-tail tests of equality
restrictions on individual regression coefficients.

F-statistics can be used only for two-tail tests of equality restrictions on
individual regression coefficients.
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3. The ANOVA Tablefor the OLS SRE

O TheOL SDecomposition Equation: The Analysis-of-Variance (ANOVA)
table for an OLS SRE such as (2) is based on the OL S decomposition
equation

N N

N
2y =25+ 207 (3)
i=1

i=1 i=l

Each of the threetermsin equation (3) are defined as follows:
N R—
O >y =>(Y, —Y)2 = TSS = the Total Sum of Squares

i=1 i=1
the total sample variation of the observed Y; values.

N N o,
2 >yi= Z(Yi —Y)2 = ESS = the Explained Sum of Squares
i=1 i=1
= the sum of squares explained by the sample regression function,
1.e., by the regressor X.
N N A N2
(3 Y47 = X (Y,-Y) = RSS = the Residual Sum of Squares

i=1
= the unexplained variation of the observed sample values Y; of the
regressand Y around the sample regression line
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O TheGeneral ANOVA Table: The Analysis-of-Variance (ANOVA) table for
an OLS SRE takes the following general form.

Sour ce of variation SS df M SS = SS/df
The regression function N, e
g ESS = Zylz K-1 ESS _ ziyl
(explained) P K-1 K-1
. N A 2
The residuals RSS= 3 N_K _RSS _ PIE
(unexplalned) P ! N-K N -K
Total sample variation S,
of Y, TSS—;yi N-1
Definitions:
K = the total number of estimated regression coefficients in the OLS-
SRE.

Thus, K — 1 =the number of estimated slope coefficientsin the OLS-SRE.

O The ANOVA Tablefor a Simple OL S-SRE: The Analysis-of-Variance
(ANOVA) table for a simple OLS-SRE such as equation (2) takes the
following form, where K =2 and hence K- 1=2-1=1.

Y, =B, +B,X, +0 =Y+, i=1,...,N)
Sour ce of variation SS df MSS = SS/df
The regression Y N, ESS >.§¢
function (explained) ESS = ; yi =B IZI: Xi I 1 1
1 N ~2
The res@uals RSS=Y N_2 RSS _ 2.
(unexplained) il N—2 N-2

Total sample

N
_ 2
variation of Y; TSS=2y N-1

i
i=1

N LN _
Note: ESS =97 =p;> x) where x,=X,-X (i = 1,..,N).

i=1 i=l1
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4. The F-Statistic for the ANOVA Table: Simple Regression

O Form of the ANOVA F-Statistic: For a simple linear regression model such
as equation (1) and its corresponding OLS-SRE (2)

Y. =B, +B,X +0 =Y, +0, i=1,..,N),

the ANOVA F-statistic is defined as the ratio of (1) the MSSfor the
regression function to (2) the MSSfor theresiduals:

(1) the MSS for the OLS sample regression function = I}issl = E?S
(2) the MSS for the OLS residuals = RSS = RSS
N-K N-2

The ratio of (1) to (2) is the ANOVA F-statistic.
o For the general linear regression model with K regression coefficients:

ESS/K -1
ANOVA, = Rss//ﬂ

o For the simple linear regression model with K = 2 regression coefficients:

ESS/1

ANOVA-F, = ——>2~
RSS/N-2
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Q Alternative Formulafor the ANOVA E-Statistic: For a simple linear
regression model such as equation (1) and its corresponding OLS-SRE (2), the
ANOVA F-statistic can be written alternatively in terms of the OLS slope

coefficient estimator [31 and its estimated variance Vér(Bl) :

ANOVA-F, = _ ESS/1
®  RSS/(N-2)

= = since —=! =6’
c (N-2)
N2 o 2
Blzxi N . N
= = since Y97 = B 2 x;
(0 i=1 i=1
. .
= —F dividing by > x?
62/ > x; i=1
i=1
N2 62 .
= —L since —— = Var(B,).
Var(Bl) lez

i=l1
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Q Distribution of the ANOVA F-Statistic: Under the null hypothesis
Ho: B1 = 0— that is if the null hypothesis Hq: B; = 0 istrue — the ANOVA F-
statistic has the F-distribution with numerator degrees-of-freedom = 1 and
denominator degr ees-of-freedom = (N-2).

That is, if the null hypothesis Ho: B = Oistrue,

N Az/ N .
E | :
ESS/1 i 29

ANOVA-F, = = — =4 ~ {I,N-2].
RSS/(N —2) N /(N—z) &
i=1
O ANOVA F-Test of Hy: By =0against Hy: B #0:
H()I Bl =0
Hi: B1#0 < atwo-sided alternative hypothesis

1. The calculated sample value of the ANOVA F-statistic under the null
hypothesis Ho: 1 = Ois:

X A2 3 A2

ESS/I B EY1/1 B §Y1

RSS/(N -2) iﬁ? /(N—z) 52
i=1

ANOVA-F, =

2. Decision Rule

Let F [1,N —2] =the a-level critical value of the F[1,N —2] distribution.

At significance level a.:

Retain Hp: B =0 if ANOVA-F, < F [1,N-2];
if p-value for ANOVA-F, > a.
Reject Hy: B1=0 if ANOVA-F, > F [1,N-2];

9

if p-value for ANOVA-F, <a.
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O Equivalence of ANOVA F-Test and General F-Test of Ho: B; = 0 against
Hl: [31 # 0:

e Appliesonly in the case of the simple linear regression model that has just
one slope coefficient and one regressor.

o The general F-statistic for ﬁl takes the form
F(B,) = M ~ H1,N-2].
Var(B,)
e Under the null hypothesis Hy: B; = 0, the sample value of the general F-

statistic F(B,)is:

A B B 4
FO(BI)—Vér(Bl) F[1, N 2] under Hy: B, = 0.

e For the simple linear regression model, the ANOVA F-statistic equals the
general F-statistic for B, under the null hypothesisHq: 1 = 0. That is, only
for the simple linear regression model is it true that

ESS1 B
RSS/(N-2)  Var(f,)

ANOVA-F, = = F,(B,: B, =0).
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