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ECON 351* -- NOTE 4

Statistical Properties of the OL S Coefficient Estimator s

1. Introduction

We derived in Note 2 the OLS (Ordinary Least Squares) estimators ﬁj (G=0,1)of

the regression coefficients f; (j = 0, 1) in the simple linear regression model given
by the population regression equation, or PRE

Y, = B, +B.X, + U, (i=1,...,N) (1)

where u; is an iid random error term. The OL S sample regression equation
(SRE) corresponding to PRE (1) is

Y, =B, +B.X, +0, i=1,..,N) ()

where B, and B, are the OL S coefficient estimator s given by the formulas

N Zi XiYi
Bl - zi Xiz (3)
Bo= Y- BX (4)

X, =X, -X,y,=Y,-Y, X=X X./N,and Y=3,Y,/N.

Why Usethe OL S Coefficient Estimator s?

The reason we use these OLS coefficient estimators is that, under assumptions Al-
A8 of the classical linear regression model, they have several desirable statistical
properties. This note examines these desirable statistical properties of the OLS

coefficient estimators primarily in terms of the OLS slope coefficient estimator ﬁl;
the same properties apply to the intercept coefficient estimator ﬁo.
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2. Statistical Properties of the OL S Slope Coefficient Estimator

» PROPERTY 1: Linearity of B,

The OLS coefficient estimator Bl can be written as a linear function of the
samplevaluesof Y,theY; (i=1, ..., N).

Proof: Starts with formula (3) for Bl:

N — Zixiyi
- Zi Xi(Yi _7)
O Lx
— Z:i XiYi VZ:| Xi
DR %
Zi XiYi
ZiX{

because >.. x, =0.
« Defining the observation weights k, = x, /¥, x? fori=1, ..., N, we can re-
write the last expression above for Bl as:

- Xi
B, =2 kY, where k, = %

(i=1,..N) ... (PY)

o Note that the formula (3) and the definition of the weights k; imply that Bl IS
also a linear function of the y;’s such that

~

B, = Zi kiyi'

0 Result: The OLS slope coefficient estimator B, is a linear function of the
samplevaluesY;or y; (i = 1,...,N), where the coefficient of Y; or y; is k.
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O Propertiesof the Weightsk;

In order to establish the remaining properties of Bl, it is necessary to know the
arithmetic properties of the weights k;.

[K1] 2.k, =0, i.e., the weights k; sum to zero.

X. 1
ko= L = X, =0, because >.. x. =0.
ZI 1 ZI ZIXIZ ZIXIZ ZI 1 ZI ]

[K2] %, ki2 =

2 _ X; 2_ Xi2 _(zixiz)_ 1
SRS 0 S S B

[K3] X kix =2k X, .

Zokix, = Ziki (X = X)
= 2, kX = Yzi K;
= 2. kX, since 2. k, = 0 by [K1] above.

[K4 X kx =1.

2 Kix, :Zi(izjxi =2, Xiz = (ZiXiZ)zl'
X . | )

Implication: > k. X, = 1.
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» PROPERTY 2: Unbiasednessof B, and B,.

The OL S coefficient estimator [31 isunbiased, meaning that E(ﬁ1)=[31.
The OL S coefficient estimator [30 is unbiased, meaning that E(ﬁo)=B0.

o Définition of unbiasedness: The coefficient estimator Bl is unbiased if and

only if E(Bl) =,; I.e., its mean or expectation is equal to the true coefficient f3;.

= Proof of unbiasedness of [31: Start with the formula fsl =2.k.Y..

1. Since assumption Al states that the PRE is Y, = 3, + 3, X, + u;,

A~

B, =2k,
=2 Ki(Bo +BX; + ) since Y; =, +B,X; +u; by Al
=By 2 K + B, 2 kX, + 2 ki,
=B, + 2 k.u;, since 2, k, =0 and X, k. X, =1.

2. Now take expectations of the above expression for Bl, conditional on the

sample values {X;: i =1, ..., N} of the regressor X. Conditioning on the
sample values of the regressor X means that the k; are treated as nonrandom,
since the k; are functions only of the Xi.

E(B,) =E(B,) +E[Z, k,u;]
=B, + 2 K, E(ui\ X.) sincef, isa constant and the k, are nonrandom
=B, + 2, k0 since E(u;| X;) =0 by assumption A2
=B,

O Result: The OL Sslope coefficient estimator ﬁl Isan unbiased estimator of
the slope coefficient 3;: that is,

EB,)=B,. . (P2)
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= Proof of unbiasednessof B,: Start with the formula 3, =Y — p,X .

1. Average the PRE Y, = B, +B,X, +U; acrossi:

) Y; = NB, +[3lixi + iui (sum the PRE over the N observations)
2V N, B AN

N CON + B, N + N (divide by N)
Y=B,+BX+T where Y=YY,/N, X=YX,/N,and t=>u;/N.

2. Substitute the above expression for Y into the formula f, =Y — p,X:
Bo =Y - BlY
=B, +BX+U—BX  since Y=P,+BX+T
= Bo + (Bl - Bl)i—i_u'

3. Now take the expectation of BO conditional on the sample values {X;: i =1,

..., N} of the regressor X. Conditioning on the X; means that X is treated as
nonrandom in taking expectations, since X is a function only of the X;.

E(B,) = E(B,) +E[(B, — B)X] +E@)
=B, +XE(B,—B,) +E(U) sincep, isa constant

=B, + XEB, - Bl) since E(U) = 0 by assumptions A2 and A5
=B, + X[EB) - E@®)]

=B, + X (B, ~B,) since E(8,) =B, and E(B,) = B,

= Bo

O Result: The OL Sintercept coefficient estimator BO isan unbiased estimator
of the intercept coefficient Bo: thatis,

E(B,) = Bo- - (P2
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» PROPERTY 3: Varianceof B,.

o Definition: The variance of the OLS slope coefficient estimator [31 is defined
as

Var(Bl) = E{[Bl - E(Bl)]z }
e Derivation of Expression for Var(ﬁl):

1. Since fsl Is an unbiased estimator of f3;, E(Bl) = B;. The variance of Bl can
therefore be written as

Var(p,) = E{[ﬁl . }

2. From part (1) of the unbiasedness proofs above, the term [Bl — B4], which is
called the sampling error of ﬁl, is given by

lBl _Bll = Zi kiui'
3. The square of the sampling error is therefore
[Bl _Bl]z = (Zi kiui)2

4. Since the square of a sum is equal to the sum of the squares plus twice the
sum of the cross products,

[Bl _Bl]2 = (Zl kiui)2
~ >KAu? + 25>k,

i<s s=2
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For example, if the summation involved only three terms, the square of the
sum would be

3 2
(Z kiui) = (k,u, + k,u, + k3U3)2
i=1

= kiu? + kiuZ + kiu? + 2k k,u,u, + 2k, k,u,u, + 2k, k,u, u,.

5. Now use assumptions A3 and A4 of the classical linear regression model
(CLRM):

(A3) Var(u|X;) = E(uf|X;) =c*>0 foralli=1, .., N;
(A4) Cov(u;,uy|X;,X,) = E(uu | X;,X,) = Oforalli#s.

1S

6. We take expectations conditional on the sample values of the regressor X:

E[(Bl_Bl)z] = iZ::kizE(uiz‘Xi) + ZZZN:kiksE(uius‘Xi’XS)

i<s s=2

N
= > KIE(u?|X;) since E(uu | X;,X;)=0 foriz=sby(Ad)
i=1

Il
Mz I
=~

252 since E(u?| X;) =c’ Vi by (A3)
i=1
o’ . 1
— since X k? = by (K2).
5 Ziki 5 y (K2)

O Result: The variance of the OLS slope coefficient estimator Bl IS

2 2 2
(0) (6}

(e}
> x2 Y(X,—X)®2  TSS,

Var(B,) = where TSS, =>.x7. ... (P3)

The standard error of Bl IS the square root of the variance: i.e.,

2

seB,) = Var(B,) = (;XZJZ - <

)T T s
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» PROPERTY 4. Variance of BO (given without proof).

O Result: The variance of the OLS intercept coefficient estimator BO IS

o’YX: oty X!

varho) = N2, Xi2 ) N2 (X _Y)Z.

.. (P4)
The standard error of BO Is the square root of the variance: i.e.,
1
- = G2 3 X2 2
se(B,) = v Var(B,) = (4 .

NY. x?

I nter pretation of the Coefficient Estimator Variances

= Var (fso) and Var(Bl) measure the statistical precision of the OLS
coefficient estimators BO and [31.

~ 2 ~ 23 w2
Varf) = 7 Varp) = St

= Determinantsof Var (BO) and Var (ﬁl)
Var (BO) and Var (ﬁl) are smaller:

(1) the smaller is the error variance o, i.e., the smaller the variance of the
unobserved and unknown random influences on Y; ;

(2) the larger is the sample variation of the X; about their sample mean,
i.e., the larger the values of x° = (X, - X)?,i=1,...,N;

(3) the larger is the size of the sample, i.e., the larger isN.
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» PROPERTY 5: Covarianceof B, and B,.

o Definition: The covariance of the OLS coefficient estimators BO and [31 IS
defined as

Cov(B,, By) = E{[B, ~ E(BIB,~ E(BI}.
e Derivation of Expression for Cov(ﬁo,ﬁl):

1. Since B, = Y — B,X , the expectation of B, can be written as

- BlY since E(Bl) =P,

Therefore, the term BO — E(ﬁo) can be written as

Bo—E(Bo) = [Y-B:X] - [Y -pX]
- Y-BX - Y+BX
= _BIY +Bli
= _Y(Bl - Bl)
2. Since E(Bl) =,, the term Bl - E(Bl) takes the form
Bl - E(Bl) = Bl - Bl'

3. The product [BO - E(ﬁo)][ﬁ1 — E(ﬁl)] thus takes the form

~X B, ~B.)(B. B,
= _Y(Bl _Bl)z'

[Bo — E(Bo)IIB: — E(B.)]
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4. The expectation of the product [BO — E(ﬁo) ][B1 - E(ﬁl)] is therefore

E\IBo —EB,)IIB. —E@B} = E[ - X(B, B’
~XE(B,-B,)* blc Xisaconstant
=-XVar(®)  blc EB,-B,)* = Var(B,)

2

— (52 - (0}
=— X(Zi Xiz] b/c Var(B,) _W

QO Result: The covariance of [30 and ﬁl IS

2

Cov(B,,B,) = —Y(;X_zj. .. (P5)

e Interpretation of the Covariance Cov([AS0 ,ﬁl).

Since both ¢* and X, x? are positive, the sign of Cov(BO, Bl) depends on the
sign of X.

(1) If X >0, Cov(B,, B,) <0: the sampling errors (B, — B,) and (B, - B,)
are of opposite sign.

(2) If X <0, Cov(B,, B,)>0: the sampling errors (B, — B,) and (B, - B,)
are of the same sign.
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» THE GAUSSMARKOV THEOREM

| mportance of the Gauss-M ar kov Theor em:

1) The Gauss-Markov Theorem summarizes the statistical properties of the
OLS coefficient estimators f}j G=0,1).

2) More specifically, it establishes that the OL S coefficient estimators ﬁj (=
0, 1) have several desirable statistical properties.

Statement of the Gauss-M arkov Theorem: Under assumptions A1-A8 of the
CLRM, the OLS coefficient estimators f; (j = 0, 1) are the minimum variance

estimator s of the regression coefficients 3; (j = 0, 1) in the class of all linear
unbiased estimators of £;.

That is, under assumptions A1-A8, the OL S coefficient estimators ﬁj are the
BLUE of B; (j = 0, 1) in the class of all linear unbiased estimators, where

1) BLUE = Best Linear Unbiased Estimator

2) “Best” means “minimum variance” or “smallest variance”.

So the Gauss-Markov Theorem says that the OLS coefficient estimators ﬁ ; are

the best of all linear unbiased estimators of f3;, where “best” means “minimum
variance”.
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e Interpretation of the G-M Theorem:

1. Let Bj be any other linear unbiased estimator of ;.

Let 6,— be the OLS estimator of B;; it too is linear and unbiased.
2. Both estimators Ej and ﬁj are unbiased estimators of 3;:
E(B,) =B, and E(B)=B,
3. But the OLS estimator ﬁj has a smaller variance than Ej:
Var(ﬁj) < Var(ﬁj) = 6,— is efficient relative to B,—-

This means that the OLS estimator ﬁj Is statistically more precise than ﬁj,
any other linear unbiased estimator of f3;.
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