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Abstract

This not-for-publication online appendix discusses why including �1� in the instrument of

our modi�ed moment condition helps with identi�cation in the ACF Monte Carlo setup.
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Consider a Leontief production function as in ACF

Yit = min
{
eβ0Kβk

it L
βl
it e

ωit , eβmMit

}
eηit .

In this Leontief production function setting, we have

βm +mit = β0 + βkkit + βllit + ωit, (1)

and hence, substituting ωit � the inverse intermediate input demand function � into the

value-added production function, we obtain

yit = β0 + βkkit + βllit + ωit + ηit

= β0 + βkkit + βllit + [βm +mit − β0 − βkkit − βllit] + ηit

= βm +mit + ηit.

This implies the population equation Φ̃t(lit, kit,mit) of ACF's �rst stage becomes

Φ̃t(lit, kit,mit) = βm +mit.

It follows that

Φ̃t(lit, kit,mit) − βkkit − βllit = β0 + ωit. (2)

When we use ̂β0 + ωit =
̂̃
Φt(lit, kit,mit) − βkkit − βllit for the autoregressive regression of pro-

ductivity in place of ωit as in the concentrated ACF procedure, we should include the intercept

as

( ̂β0 + ωit) = α0 + ρ( ̂β0 + ωi,t−1) + ξit, (3)

because the above regression becomes equivalent to ω̂it = ρω̂i,t−1 + ξit only with α0 = β0(1− ρ).

This also makes residual ξit(βl, βk) have mean zero by construction, regardless of whether the

intercept is actually equal to the true α0 = β0(1 − ρ).

Below, we argue that identi�cation is improved if we remove this constant term, or equiva-

lently, if we run the AR(1) regression with productivity only. To make this argument, we �rst

need to see how a spurious identi�cation point arises in the original ACF moment condition.

Let the spurious minimum be β̃k = 0 and β̃l = βl + βk = 1. Also, write Φ̃it = Φ̃t(lit, kit,mit).

From (2), we then obtain

Φ̃it − β̃kkit − β̃llit = β0 + βkkit − (1 − βl)lit + ωit. (4)
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Also, note that from the optimal labor input in the ACF DGP, we have (1 − βl)lit as

(1 − βl)lit = β0 + ln βl − lnWit + βkkit + (ρbωi,t−b +
1

2
σ2). (5)

where Wit denotes the wage and the productivity ωi,t−1 evolves to ωi,t−b, at which point in time

the �rm chooses labor input as in DGP1 (see their equation (37)).

Plugging (5) into (4), we obtain

Φ̃it− β̃kkit− β̃llit = − ln βl−σ2/2 + lnWit− ρbωi,t−b +ωit = (− ln βl−σ2/2) + ξBit + lnWit. (6)

because ωit = ρbωi,t−b + ξBit . Equation (6) has two important implications. First, the constant

term (− ln βl−σ2/2) is di�erent from β0 in (2). Second, the regression residual from the AR(1)

regression at the spurious minimum using Φ̃it− β̃kkit− β̃llit is also di�erent from ξit in (3). Note

that the wage follows an AR(1) process as lnWit = ρW lnWi,t−1 + ξWit and its innovation term

ξWit is independent of (kit, li,t−1). Therefore, the spurious parameter (β̃k = 0, β̃l = 1) solves the

ACF's moment condition as well as the true parameter, as discussed in ACF's footnote 16.

Note that in the ACF DGP, we have β0 = 0. Therefore, running the AR(1) regression

without the intercept helps the moment condition to yield a �true� solution, deterring the

spurious minimum because the spurious minimum solution requires the AR(1) regression to

have a non-zero intercept (or an intercept di�erent from α0 = β0(1−ρ)). Without the intercept,

the �spurious� innovation term ξBit − ρW ξ
B
it + ξWit in the �spurious� AR(1) regression using (6)

would not have mean zero, which is inconsistent with the true DGP.

In our Monte Carlos experiment, the AR(1) regression does not include the intercept, i.e.

we estimate ω̂it = ρω̂i,t−1 + ξit to obtain the residual. Regressing without an intercept deters ξit

from having a zero mean when the parameter values di�er from that of the true ones. Instead,

we include �1� in the instrument so that we can ensure innovation ξit has mean zero at the

true parameter values. This helps for identi�cation away from the spurious minimum. If we

included a constant in the regression, the residual would have zero mean for any parameter

values that include the spurious solution.

In general this constant β0 in the production function is not known. Moreover, it is not

separately identi�ed from the mean of the unobserved productivity. However, the sum of β0 and

the mean of the productivity can be estimated in the �rst stage of the ACF procedure. From (2),

note that this sum, whether it is zero or not, is obtained as the constant term of the function

Φ̃t(lit, kit,mit). Note that this sum is equal to βm in the Leontief production function (see

equation (1)), which can be easily estimated using OLS of yit on mit since yit = βm +mit + ηit.

After removing this constant from ̂β0 + ωit, we can then use the regression ω̂it = ρω̂i,t−1 + ξit

to obtain the innovation term, where ω̂it becomes a kind of de-meaned productivity if the

productivity does not have mean zero.
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