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Abstract: Despite powerful advances in yield curve modeling in the last twenty years, little attention has been paid to the key practical problem of forecasting the yield curve. In this paper we do so. We use neither the no-arbitrage approach, which focuses on accurately fitting the cross section of interest rates at any given time but neglects time-series dynamics, nor the equilibrium approach, which focuses on time-series dynamics (primarily those of the instantaneous rate) but pays comparatively little attention to fitting the entire cross section at any given time. Instead, we use variations on the Nelson-Siegel exponential components framework to model the entire yield curve, period-by-period, as a three-dimensional parameter evolving dynamically. We show that the three time-varying parameters may be interpreted as factors corresponding to level, slope and curvature, and that they may be estimated with high efficiency. We propose and estimate autoregressive models for the factors, and we show that our models are consistent with a variety of stylized facts regarding the yield curve. We use our models to produce term-structure forecasts at both short and long horizons, with encouraging results. In particular, our forecasts appear much more accurate at long horizons than various standard benchmark forecasts. Finally, we discuss a number of extensions, including generalized duration measures, applications to active bond portfolio management, arbitrage-free specifications, and links to macroeconomic fundamentals.
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1. Introduction

The last twenty-five years have produced major advances in theoretical models of the term structure as well as their econometric estimation. Two popular approaches to term structure modeling are no-arbitrage models and equilibrium models. The no-arbitrage tradition focuses on perfectly fitting the term structure at a point in time to ensure that no arbitrage possibilities exist, which is important for pricing derivatives. The equilibrium tradition focuses on modeling the dynamics of the instantaneous rate, typically using affine models, after which yields at other maturities can be derived under various assumptions about the risk premium.¹ Prominent contributions in the no-arbitrage vein include Hull and White (1990) and Heath, Jarrow and Morton (1992), and prominent contributions in the affine equilibrium tradition include Vasicek (1977), Cox, Ingersoll and Ross (1985), and Duffie and Kan (1996).

Despite the impressive theoretical advances in the financial economics of the yield curve, little attention has been paid to the key practical problem of yield curve forecasting. In this paper we do so. Interest rate point forecasting is crucial for bond market trading, and interest rate density forecasting is important for both derivatives pricing and risk management.² Unfortunately, most of the existing literature has little to say about out-of-sample forecasting. The arbitrage-free term structure literature has little to say about dynamics or forecasting, as it is concerned primarily with fitting the term structure at a point in time. The affine equilibrium term structure literature is concerned with dynamics driven by the short rate, and so is potentially linked to forecasting, but most papers, such as de Jong (2000) and Dai and Singleton (2000) focus only on in-sample fit as opposed to out-of-sample forecasting. Throughout this paper, in contrast, we take an explicit forecasting perspective, and we use a flexible modeling approach in hope of superior forecasting performance.

We use neither the no-arbitrage approach nor the equilibrium approach. Instead, we use the Nelson-Siegel (1987) exponential components framework to distill the entire yield curve, period-by-period, into a three-dimensional parameter that evolves dynamically. We show that the three time-varying parameters may be interpreted as factors. Unlike factor analysis, however, in which one estimates both the unobserved factors and the factor loadings, we impose a particular functional form on the factor loadings. Doing so not only facilitates highly precise estimation of the factors, but also lets us

---

¹ The empirical literature modeling sets of yields as cointegrated systems, typically with one underlying stochastic trend (the short rate) and stationary spreads relative to the short rate, is similar in spirit. See Diebold and Sharpe (1990), Hall, Anderson, and Granger (1992), Shea (1992), Swanson and White (1995), and Pagan, Hall and Martin (1996).

² For comparative discussion of point and density forecasting, see Diebold, Gunther and Tay (1998) and Diebold, Hahn and Tay (1999).
interpret the estimated factors as level, slope and curvature. We propose and estimate autoregressive models for the factors, and we then forecast the yield curve by forecasting the factors. Our results are encouraging; in particular, our models produce forecasts that are much more accurate than standard benchmarks at long horizons. This contrasts with the few papers that have addressed forecasting, notably Duffee (2001), which generally find that the standard term structure models produce poor forecasts.

Closely related work includes the factor models of Litzenberger, Squassi and Weir (1995), Bliss (1997a, 1997b), Dai and Singleton (2000), de Jong and Santa-Clara (1999), de Jong (2000), Brandt and Yaron (2001) and Duffee (2001). Particularly relevant are the three-factor models of Balduzzi, Das, Foresi and Sundaram (1996), Chen (1996), and especially the Andersen-Lund (1997) model with stochastic mean and volatility, whose three factors are interpreted in terms of level, slope and curvature. We will subsequently discuss related work in greater detail; for now, suffice it to say that little of it considers forecasting directly, and that our approach, although related, is indeed very different.

We proceed as follows. In section 2 we provide a detailed description of our modeling framework, which interprets and extends earlier classic work in ways linked to recent developments in multi-factor term structure modeling, and we also show how it can replicate a variety of stylized facts about the yield curve. In section 3 we proceed to an empirical analysis, describing the data, estimating the models, and examining out-of-sample forecasting performance. In section 4 we conclude and discuss a number of variations and extensions that represent promising directions for future research, including state-space modeling and optimal filtering, generalized duration measures, applications to active bond portfolio management, and arbitrage-free specifications.

2. Modeling and Forecasting the Term Structure I: Methods

Here we introduce the framework that we use for fitting and forecasting the yield curve. We argue that the well-known Nelson-Siegel (1987) curve is well-suited to our ultimate forecasting purposes, and we introduce a novel twist of interpretation, showing that the three coefficients in the Nelson-Siegel curve may be interpreted as latent level, slope and curvature factors. We also argue that the nature of the factors and factor loadings implicit in the Nelson-Siegel model make it potentially consistent with various stylized empirical facts about the yield curve that have been cataloged over the years. Finally, motivated by our interpretation of the Nelson-Siegel model as a three-factor model of level, slope and curvature, we contrast it to various multi-factor models that have appeared in the literature.

Fitting the Yield Curve

Let \( P_t(\tau) \) denote the price of a \( \tau \)-period discount bond, i.e., the present value at time \( t \) of $1 receivable \( \tau \) periods ahead, and let \( y_t(\tau) \) denote its continuously-compounded zero-coupon nominal yield to maturity. From the yield curve we obtain the discount curve,
\[ P(t) = e^{-y(t)\tau}, \]

and from the discount curve we obtain the instantaneous (nominal) forward rate curve,

\[ f(t) = -P_t'(t)/P_t(t). \]

The relationship between the yield to maturity and the forward rate is therefore

\[ y(t) = \frac{1}{\tau} \int_{0}^{\tau} f(u)du, \]

or

\[ f(t) = y(t) + \tau y'(t), \]

which implies that the zero-coupon yield is an equally-weighted average of forward rates. Given the yield curve or forward rate curve, we can price any coupon bond as the sum of the present values of future coupon and principal payments.

In practice, yield curves, discount curves and forward rate curves are not observed. Instead they are estimated from observed prices of bonds by interpolating for missing maturities and/or smoothing to reduce the impact of noise. One popular approach to yield curve fitting is due to McCulloch (1975) and McCulloch and Kwon (1993), who model the discount curve with a cubic spline, which can be conveniently estimated by least squares. The fitted discount curve, however, diverges at long maturities instead of converging to zero. Hence such curves provide a poor fit to yield curves that are flat or have a flat long end, which requires an exponentially decreasing discount function.

A second approach is due to Vasicek and Fong (1982), who fit exponential splines to the discount curve, using a negative transformation of maturity instead of maturity itself, which ensures that the forward rates and zero-coupon yields converge to a fixed limit as maturity increases. Hence the Vasicek-Fong model is more successful at fitting yield curves with flat long ends. It has problems of its own, however, because its estimation requires iterative nonlinear optimization, and it can be hard to restrict the forward rates to be positive.

A third approach to yield curve fitting is due to Fama and Bliss (1987), who develop an iterative method for piecewise-linear fitting of forward rate curves, sometimes called "unsmoothed Fama-Bliss." A natural extension, "smoothed Fama-Bliss," begins with the unsmoothed Fama-Bliss piecewise linear curve, and then smooths using the Nelson-Siegel (1987) model, which we discuss in detail below. Unsmoothed Fama-Bliss appears accurate and unrestricted, but its lack of restrictions may be a vice rather than a virtue for forecasting, because it’s not clear how to extrapolate a nonparametrically-fit curve, and even if it could be done it might lead to poor forecasts due to overfitting. Instead, we want to distill the entire term structure into just a few parameters. Smoothed Fama-Bliss effectively does so, but one may as well then go ahead and fit Nelson-Siegel to the raw term structure data, rather than to the Fama-
Bliss term structure.

This brings us to a fourth approach to yield curve fitting, which proves very useful for our purposes, due to Nelson and Siegel (1987). Nelson-Siegel is a three-component exponential approximation to the yield curve. It is parsimonious, easy to estimate by least squares, has a discount function that begins at one at zero horizon and approaches zero at infinite horizon, as appropriate, and it is from the class of functions that are solutions to differential or difference equations. Bliss (1997b) compares the different yield curve fitting methods and finds that the Nelson-Siegel approach performs admirably. We now proceed to examine the Nelson-Siegel approach in greater detail.

The Nelson-Siegel Yield Curve and its Interpretation

Nelson and Siegel (1987), as extended by Siegel and Nelson (1988), work with the instantaneous forward rate curve,

\[ f_t(\tau) = \beta_{1t} + \beta_{2t} e^{-\lambda_t \tau} + \beta_{3t} \lambda_t \tau e^{-\lambda_t \tau}, \]

which implies the yield curve,

\[ y_t(\tau) = \beta_{1t} + \beta_{2t} \left( \frac{1 - e^{-\lambda_t \tau}}{\lambda_t \tau} \right) + \beta_{3t} \left( \frac{1 - e^{-\lambda_t \tau}}{\lambda_t \tau} e^{-\lambda_t \tau} \right). \]

The Nelson-Siegel forward rate curve can be viewed as a constant plus a Laguerre function, which is a polynomial times an exponential decay term and is a popular mathematical approximating function.\(^3\) The parameter \( \lambda_t \) governs the exponential decay rate; small values of \( \lambda_t \) produce slow decay and can better fit the curve at long maturities, while large values of \( \lambda_t \) produce fast decay and can better fit the curve at short maturities.

We work with the original Nelson-Siegel model because of its ease of interpretation and its parsimony, which promote simplicity of modeling and accuracy of forecasting, as we shall demonstrate. We interpret \( \beta_1 \), \( \beta_2 \) and \( \beta_3 \) in the Nelson-Siegel model as three latent factors. The loading on \( \beta_{1t} \) is 1, a constant that does not decay to zero in the limit; hence it may be viewed as a long-term factor. The loading on \( \beta_{2t} \) is \( \frac{1 - e^{-\lambda_t \tau}}{\lambda_t \tau} \), a function that starts at 1 but decays monotonically and quickly to 0; hence it may be viewed as a short-term factor.\(^4\) The loading on \( \beta_{3t} \) is \( \frac{1 - e^{-\lambda_t \tau}}{\lambda_t \tau} e^{-\lambda_t \tau} \), which starts at 0 (and is thus not short-term), increases, and then decays to zero (and thus is not long-term); hence we interpret \( \beta_{3t} \) as a

---

\(^3\) See, for example, Courant and Hilbert (1953).

\(^4\) The factor loading in the Vasicek (1977) model has exactly the same form, where \( \lambda_t \) is a mean reversion coefficient.
medium-term factor. We plot the three factor loadings in Figure 1, with $\lambda_\tau = 0.002$. The loading on $\beta_3$ is maximized at a maturity of approximately three years. The factor loading plots also look very much like those obtained by Bliss (1997a), who extracted factors by a statistical factor analysis.

The three factors, which we have thus far called long-term, short-term and medium-term, may also be interpreted in terms of the aspects of the yield curve that they govern: level, slope and curvature. The long-term factor $\beta_{1\tau}$, for example, governs the yield curve level. In particular, $y_{\tau}(\infty) = \beta_{1\tau}$.

Alternatively, note that an increase in $\beta_{1\tau}$ increases all yields equally, as the loading is identical at all maturities.

The short-term factor $\beta_{2\tau}$ is closely related to the yield curve slope, which we define as the ten-year yield minus the three-month yield. In particular, $y_{\tau}(120) - y_{\tau}(3) = -.78\beta_{2\tau} + .06\beta_{3\tau}$, when $\lambda_\tau = 0.002$.

Some authors such as Frankel and Lown (1994), moreover, define the yield curve slope as $y_{\tau}(\infty) - y_{\tau}(0)$, which is exactly equal to $-\beta_{2\tau}$. Alternatively, note that an increase in $\beta_{2\tau}$ increases short yields more than long yields, because the short rates load on $\beta_{2\tau}$ more heavily, thereby changing the slope of the yield curve.

We have seen that in our model $\beta_{1\tau}$ governs the level of the yield curve and $\beta_{2\tau}$ governs its slope. It is interesting to note, moreover, that the instantaneous yield in our model depends on both the level and slope factors, because $y_{\tau}(0) = \beta_{1\tau} + \beta_{2\tau}$. Several other models have the same implication. In particular, Dai and Singleton (2000) show that the three-factor models of Balduzzi, Das, Foresi and Sundaram (1996) and Chen (1996) impose the restrictions that the instantaneous yield is an affine function of only two of the three state variables, a property shared by the Andersen-Lund (1997) three-factor non-affine model.

Finally, the medium-term factor $\beta_{3\tau}$ is closely related to the yield curve curvature, which we define as twice the two-year yield minus the sum of the ten-year and three-month yields. In particular, $2y_{\tau}(24) - y_{\tau}(3) - y_{\tau}(120) = .00053\beta_{2\tau} + .37\beta_{3\tau}$, when $\lambda_\tau = 0.002$. Alternatively, note that an increase in $\beta_{3\tau}$ will have little effect on very short or very long yields, which load minimally on it, but will increase medium-term yields, which load more heavily on it, thereby increasing yield curve curvature.

Now that we have interpreted Nelson-Siegel as a three-factor of level, slope and curvature, it is appropriate to contrast it to Litzenberger, Squassi and Weir (1995), which is highly related in two ways.

---

5 In our subsequent empirical work, we find that we can fix $\lambda_\tau = 0.002$ without significantly degrading the goodness of fit of the time series of fitted term structures. We do so throughout this paper.

6 Factors are typically not uniquely identified in factor analysis. Bliss (1997a) rotates the first factor so that its loading is a vector of ones. In our approach, the unit loading on the first factor is imposed from the beginning, which potentially enables us to estimate the other factors more efficiently.
First, Litzenberger et al. model the discount curve $P_f(\tau)$ using exponential components, whereas we model the yield curve $y_f(\tau)$ using exponential components. However, because $y_f(\tau) = -\log P_f(\tau)/\tau$, the yield curve is a log transformation of the discount curve, and the two approaches are equivalent in the one-factor case. In the multi-factor case, however, a sum of factors in the yield curve will not be a sum in the discount curve, so there is generally no simple mapping between the approaches. Second, both we and Litzenberger et al. provide novel interpretations of the parameters of fitted curves. Litzenberger et al., however, do not interpret parameters directly as factors. Instead they choose bonds as factors.

Finally, in closing this sub-section, it is worth noting that what we have called the “Nelson-Siegel curve” is actually a different factorization than the one originally advocated by Nelson and Siegel (1987), who used

$$y_f(\tau) = b_{1t} + b_{2t} \frac{1 - e^{-\lambda \tau}}{\lambda \tau} - b_{3t} e^{-\lambda \tau}.$$  

Obviously the Nelson-Siegel factorization matches ours with $b_{1t} = \beta_1 t$, $b_{2t} = \beta_2 + \beta_3 t$, and $b_{3t} = \beta_3 t$. Ours is preferable, however, for reasons that we are now in a position to appreciate. First, $\frac{1 - e^{-\lambda \tau}}{\lambda \tau}$ and $e^{-\lambda \tau}$ have similar monotonically decreasing shape, so if we were to interpret $b_2$ and $b_3$ as factors, then their loadings would be forced to be very similar, which creates at least two problems. First, conceptually, it is hard to provide intuitive interpretations of the factors in the original Nelson-Siegel framework, and second, operationally, it is difficult to estimate the factors precisely, because the high coherence in the factors produces multicolinearity.

Stylized Facts of the Yield Curve and the Three-Factor Model’s Potential Ability to Replicate Them

A good model of yield curve dynamics should be able to reproduce the historical stylized facts concerning the average shape of the yield curve, the variety of shapes assumed at different times, the strong persistence of yields and weak persistence of spreads, and so on. It is not easy for a parsimonious model to accord with all such facts. Duffee (2001), for example, shows that multi-factor affine models are inconsistent with many of the facts, perhaps because term premia may not be adequately captured by affine models.

Let us consider some of the most important stylized facts and the ability of our model to replicate them, in principle.

(1) The average yield curve is increasing and concave.

In our framework, the average yield curve is the yield curve corresponding to the average values of $\beta_1 t$, $\beta_2$, and $\beta_3$. It is certainly possible in principle that it may be increasing and concave.

(2) The yield curve assumes a variety of shapes through time, including upward sloping,
downward sloping, humped, and inverted humped. The yield curve in our framework can assume all of those shapes. Whether and how often it does depends upon the variation in $\beta_{1t}$, $\beta_{2t}$ and $\beta_{3t}$.

3. Yield dynamics are persistent, and spread dynamics are much less persistent.

Persistent yield dynamics would correspond to strong persistence of $\beta_{1t}$, and less persistent spread dynamics would correspond to weaker persistence of $\beta_{2t}$.

4. The short end of the yield curve is more volatile than the long end.

In our framework, this is reflected in factor loadings: the short end depends positively on both $\beta_{1t}$ and $\beta_{2t}$, whereas the long end depends only on $\beta_{1t}$.

5. Long rates are more persistent than short rates.

In our framework, long rates depend only on $\beta_{1t}$. If $\beta_{1t}$ is the most persistent factor, then long rates will be more persistent than short rates.

Overall, it seems clear that our framework is consistent, at least in principle, with many of the key stylized facts of yield curve behavior. Whether principle accords with practice is an empirical matter, to which we now turn.

3. Modeling and Forecasting the Term Structure II: Empirics

In this section, we estimate and assess the fit of the three-factor model in a time series of cross sections, after which we model and forecast the extracted level, slope and curvature components. We begin by introducing the data.

The Data

We use end-of-month price quotes (bid-ask average) for U.S. Treasuries, from January 1970 through December 1997, taken from the CRSP government bonds files. Following Fama and Bliss (1987), we filter the data before further analysis, eliminating bonds with option features (callable and flower bonds), and bonds with special liquidity problems (notes and bonds with less than one year to maturity, and bills with less than one month to maturity). We then use the Fama-Bliss (1987) bootstrapping method to compute raw yields recursively from the filtered data. At each step, we compute the forward rate necessary to price successively longer maturity bonds, given the yields fitted to previously included issues. We then calculate the yields by averaging the forward rates. The resulting yields, which we call “unsmoothed Fama-Bliss,” exactly price the included bonds.

Because not every month has the same maturities available, we linearly interpolate nearby maturities to pool into fixed maturities of 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108, and

---

7 We thank Rob Bliss for providing us with the computer programs and data.
120 months, where a month is defined as 30.4375 days.\(^8\) Although there is no bond with exactly 30.4375 days to maturity, each month there are many bonds with either 30, 31, 32, 33, or 34 days to maturity. Similarly we obtain data for maturities of 3 months, 6 months, etc. We checked the derived dataset and verified that the difference between it and the original dataset is only one or two basis points. Most of our analysis does not require the use of fixed maturities, but doing so greatly simplifies our subsequent forecasting exercises.

The various yields, as well as the yield curve level, slope and curvature defined above, will play a prominent role in the sequel. Hence we focus on them now in some detail. In Figure 2 we provide a three-dimensional plot of our term structure data. The large amount of temporal variation in the level is visually apparent. The variation in slope and curvature is less strong, but nevertheless apparent. In Table 1, we present descriptive statistics for the monthly yields. It is clear that the average yield curve is upward sloping, that the long rates less volatile and more persistent than short rates, that the level (120-month yield) is highly persistent but varies only moderately relative to its mean, that the slope is less persistent than any individual yield but quite highly variable relative to its mean, and the curvature is the least persistent of all factors and the most highly variable relative to its mean.\(^9\) It is worth noting, because it will be relevant for our future modeling choices, that level, slope and curvature are not highly correlated with each other. In particular, \(\text{corr}(\text{level, slope})=-0.18\), \(\text{corr}(\text{level, curvature})=0.39\), and \(\text{corr}(\text{slope, curvature})=-0.06\).

In Figures 3 and 4 we highlight and expand upon certain of the facts revealed in Table 1. In Figure 3 we display time-series plots of yield level, spread and curvature, and graphs of their sample autocorrelations to a displacement of sixty months. The very high persistence of the level, moderate persistence of the slope and comparatively weak persistence of the curvature are apparent, as is the presence of a stochastic cycle in the slope as evidenced by its oscillating autocorrelation function. In Figure 4 we display the median yield curve together with pointwise interquartile ranges. The earlier-mentioned upward sloping pattern, with long rates less volatile than short rates, is apparent. One can also see that the distributions of yields around their medians tend to be asymmetric, with a long right tail.

**Fitting Yield Curves**

As discussed above, we fit the yield curve using the three-factor model,

---

\(^8\) Due to potential problems of idiosyncratic behavior with the 1-month bill, we don’t use it in the analysis. See Duffee (1996) for a discussion.

\(^9\) That is why affine models don’t fit the data well; they can’t generate such high variability and quick mean reversion in curvature.
\[ y_t(\tau) = \beta_{1t} + \beta_{2t} \left( \frac{1-e^{-\lambda_t \tau}}{\lambda_t \tau} \right) + \beta_{3t} \left( \frac{1-e^{-\lambda_t \tau}}{\lambda_t \tau} \right) \cdot e^{-\lambda_t \tau}. \]

We begin by estimating the parameters \( \theta_t = \{\beta_{1t}, \beta_{2t}, \beta_{3t}, \lambda_t\} \) by nonlinear least squares, for each month \( t \); that is,

\[ \hat{\theta}_t = \arg\min_\theta \sum_{i=1}^{N_t} \varepsilon_{it}^2, \]

where \( \varepsilon_{it} \) is the difference at time \( t \) between the observed and fitted yields at maturity \( \tau_i \). Note that, because the maturities are not equally spaced, we implicitly weight the most “active” region of the yield curve most heavily when fitting the model.\(^{10}\)

We will subsequently examine the fitted series \( \{\hat{\beta}_{1t}, \hat{\beta}_{2t}, \hat{\beta}_{3t}\} \) in detail, but first let us discuss the fitted values of \( \lambda_t \). Although there is variation over time in the estimated value of \( \lambda_t \), the variation is small relative to the standard error. Related, as in Nelson and Siegel (1987), we found that the sum-of-squares function is not very sensitive to \( \lambda_t \). Both findings suggest that little would be lost by fixing \( \lambda_t \). We verify this claim in Figure 5. In the top panel, we plot the three-factor RMSE over time (averaged over maturity), and in the bottom panel we plot it by maturity (averaged over time), with and without \( \lambda_t \) fixed. The differences are for the most part minor. The case for fixing \( \lambda_t \) becomes very strong when one adds to this the facts that estimation of lambda is fraught with difficulty in terms of getting to the global optimum, that allowing \( \lambda_t \) to vary over time can make the estimated \( \{\hat{\beta}_{1t}, \hat{\beta}_{2t}, \hat{\beta}_{3t}\} \) change dramatically at various times, that a slightly better in-sample fit does not necessarily produce better out-of-sample forecasting, and that recent theoretical developments suggest that \( \lambda_t \) should in fact be constant (as we discuss subsequently in section 4).

In light of the above considerations, and after some experimentation, we decided to fix \( \lambda_t = 0.002 \). We do so for the remainder of this paper. This lets us compute the values of the two regressors (factor loadings) and use ordinary least squares to estimate the betas (factors). Applying ordinary least squares to the yield data for each month gives us a time series of estimates of \( \{\hat{\beta}_{1t}, \hat{\beta}_{2t}, \hat{\beta}_{3t}\} \) and a corresponding panel of residuals, or pricing errors.

\(^{10}\) Other weightings and loss functions have been explored by Bliss (1997b), Soderlind and Svensson (1997), and Bates (1999).
Assessing the Fit

There are many aspects to a full assessment of the “fit” of our model. In Figure 6 we plot the implied average fitted yield curve against the average actual yield curve. The two agree quite closely. In Figure 7 we dig deeper by plotting the raw yield curve and the three-factor fitted yield curve for some selected dates. It can be seen that the three-factor model is capable of replicating various yield curve shapes: upward sloping, downward sloping, humped, and inverted humped. It does, however, have difficulties at some dates, especially when yields are dispersed.11 The model also has trouble fitting times such as January 1970 when yield curve has multiple interior optima. Presumably, the above-discussed extensions of the three-factor model would better fit those curves, although it’s not obvious that they would produce better forecasts.

Overall, the residual plot in Figure 8 indicates a good fit, with the possible exception of 1979-1982, when the Federal Reserve targeted non-borrowed reserves. It is interesting to note that the fit appears very good post-1985, despite the fact that the term structure itself is as variable as ever. Evidently the term structure, although no less variable, is more forecastable using a Nelson-Siegel model in the years since 1985. The original Nelson-Siegel paper was written around 1985; perhaps market participants began using it then, resulting in an improvement in its forecast accuracy.

In Table 2 we present statistics that describe the in-sample fit. The residual sample autocorrelations indicate that pricing errors are persistent. As noted in Bliss (1997b), regardless of the term structure estimation used, there is a persistent discrepancy between actual bond prices and prices estimated from term structure models. Presumably these discrepancies arise from tax or liquidity effects.12 However, because they persist, they should have a negligible effect on yield changes. Moreover, if our interest lies in forecasting the estimated term structure rather than the raw term structure, then the pricing errors are irrelevant.

In Figure 9 we plot \( \{\hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3\} \) along with the empirical level, slope and curvature defined earlier. The figure confirms our assertion that the three factors in our model correspond to level, slope and curvature. The correlations between the estimated factors and the empirical level, slope, and curvature are \( \rho(\hat{\beta}_1, l) = 0.978 \), \( \rho(\hat{\beta}_2, s) = -0.983 \), and \( \rho(\hat{\beta}_3, c) = 0.969 \), where \( (l, s, c) \) are the empirical level, slope and curvature of the yield curve. In Table 3 and Figure 10 we present descriptive

---

11 Allowing \( \lambda \) to vary over time usually improves the fit by only a few basis points. However, it can improve the fit significantly when the short end of the yield curve is steep, which happens occasionally.

12 Although, as discussed earlier, we attempted to remove illiquid bonds, complete elimination is not possible.
We use SIC to choose the lags in the augmented Dickey-Fuller unit-root test. The MacKinnon critical values for rejection of hypothesis of a unit root are -3.4518 at the one percent level, -2.8704 at the five percent level, and -2.5714 at the ten percent level.

The routine finding of conditional heteroskedasticity in interest rate dynamics suggests that we must allow for it in our latent factors, because all interest rates in our model inherit their dynamics from those factors. In this paper we focus on asset allocation associated with interest rate point forecasts produced by exploiting conditional mean dynamics in the latent factors; hence we incorporate conditional heteroskedasticity simply to enhance estimation efficiency. In more elaborate analyses involving risk management applications of interest rate interval and density forecasts, to which we look forward in future research, the GARCH effects would feature much more directly and prominently.

Modeling Level, Slope and Curvature

We perform AIC and SIC searches over AR(p)-GARCH(k,q), (p = 1, 2, 3; k = 1, 2; q = 1, 2) models fit to the estimated level, slope, and curvature factors, \( \hat{\beta}_1, \hat{\beta}_2, \) and \( \hat{\beta}_3, \)\(^{14}\)

\[
\hat{\beta}_it = \phi_1 \hat{\beta}_{i,t-1} + \ldots + \phi_p \hat{\beta}_{i,t-p} + \varepsilon_{it}
\]

\[
\varepsilon_{it}/I_{t-1} \sim N(0, \sigma^2_{it})
\]

\[
\sigma^2_{it} = \omega + \sum_{j=1}^{k} \gamma_j \sigma^2_{i,t-j} + \sum_{j=1}^{q} \alpha_j \varepsilon^2_{i,t-j}.
\]

Hence we examine 12= 3x2x2 models for each factor; we report SIC and AIC values for the various models in Table 4. The SIC chooses AR(1)-GARCH(1,1) for each of \( \hat{\beta}_1, \hat{\beta}_2, \) and \( \hat{\beta}_3. \) We report the estimation results for the SIC-selected models in Table 5. Note in particular that (1) all three factors display persistent dynamics, but \( \hat{\beta}_1, \hat{\beta}_2, \) are much more persistent than \( \hat{\beta}_3, \) and (2) \( R^2 \) drops from 0.97 to 0.89 to 0.61 as we move from the \( \hat{\beta}_1, \) equation to the \( \hat{\beta}_2, \) equation to the \( \hat{\beta}_3, \) equation. Finally we note that the residual correlations are small: \( \text{corr}(\hat{\epsilon}_1, \hat{\epsilon}_2)=0.12, \text{corr}(\hat{\epsilon}_1, \hat{\epsilon}_3)=0.18, \) and \( \text{corr}(\hat{\epsilon}_2, \hat{\epsilon}_3)=0.03. \)

In Figures 11 and 12 we provide some evidence on goodness of fit of the models of level, slope and curvature, showing time series plots, correlograms and histograms of residuals and squared standardized residuals, respectively. The autocorrelations of both the residuals and squared standardized

---

\(^{13}\) We use SIC to choose the lags in the augmented Dickey-Fuller unit-root test. The MacKinnon critical values for rejection of hypothesis of a unit root are -3.4518 at the one percent level, -2.8704 at the five percent level, and -2.5714 at the ten percent level.

\(^{14}\) The routine finding of conditional heteroskedasticity in interest rate dynamics suggests that we must allow for it in our latent factors, because all interest rates in our model inherit their dynamics from those factors. In this paper we focus on asset allocation associated with interest rate point forecasts produced by exploiting conditional mean dynamics in the latent factors; hence we incorporate conditional heteroskedasticity simply to enhance estimation efficiency. In more elaborate analyses involving risk management applications of interest rate interval and density forecasts, to which we look forward in future research, the GARCH effects would feature much more directly and prominently.
residuals are very small, indicating that the models accurately describe both the conditional means and conditional variances of level, slope and curvature.

In closing this section, we note that we have not reported the results of multivariate modeling of the level, slope and curvature factors. The reason is that those factors are approximately orthogonal, so that an appropriate multivariate model degenerates to a set of univariate models, which we have described. Little is gained from moving to a multivariate model.

**Out-of-Sample Forecasting Performance of the Three-Factor Model**

A good approximation to yield-curve dynamics should not only fit well in-sample, but also forecast well out-of-sample. Because the yield curve depends only on \( \{\hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3\} \), forecasting the yield curve is equivalent to forecasting \( \{\hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3\} \). In this section we undertake just such a forecasting exercise.

A number of modifications of our earlier in-sample analysis are required to make the out-of-sample analysis viable. First, due to the earlier-reported appearance of structural change around 1985, we restrict our out-of-sample analysis – comprised of both recursive estimation and forecasting – to the post-1985 period. This unfortunately, but unavoidably, leaves us with a limited span of data for estimation and forecasting. We estimate recursively, using data from 1985:1 to the time that the forecast is made, beginning in 1994:1 and extending through 1997:12.

Second, due to the computational burden associated with recursive forecasting, we do not use formal criteria for recursive forecast model selection; instead we simply assert AR(1)-GARCH(1,1) structure for each factor and proceed with estimation. It is true that our earlier full-sample analysis led us to AR(1)-GARCH(1,1) structure via formal model-selection tools, so that our use of AR(1)-GARCH(1,1) models arguably partly involves “peeking” at the out-of-sample data. However, it is also clear that the AR(1)-GARCH(1,1) model can be viewed as a natural benchmark determined a priori: the simplest great workhorse autoregressive model combined with the simplest great workhorse GARCH model. In that sense, its forecasting performance may be viewed as a lower bound on what could be obtained using more sophisticated model selection methods.

In Table 6 we compare the 1-month-ahead out-of-sample forecasting results from the AR(1)-GARCH(1,1) model to that of two natural competitors. The first competitor is a random walk, and the second is a “slope regression,” which projects future yield changes on the current slope of the term structure,\(^{15}\)

\(^{15}\) Note that, because the forward rate is proportional to the derivative of the discount function, the information used to forecast future yields in standard forward rate regressions is very similar to that in our slope regressions.
We report 12-month-ahead forecast error serial correlation coefficients at displacements of 12 and 24 months, in contrast to those at displacements of 1 and 12 months reported for the 1-month-ahead forecast errors, because the 12-month-ahead errors would naturally have moving-average structure even if the model has captured all yield-curve dynamics.

We define forecast errors at \( t+i \) as \( y_{t+i}(\tau) - y_{t}(\tau) \), and we report descriptive statistics of the forecast errors, including mean, standard deviation, root mean squared error (RMSE), and autocorrelations at various displacements. The final two columns report the coefficients obtained by regressing the forecast error \( y_{t+i}(\tau) - y_{t}(\tau) \) on the yield curve slope and curvature at \( t \), neither of which should have any explanatory power if the model has captured all yield-curve dynamics.

Our model’s 1-month-ahead forecasting results are in certain respects humbling. In absolute terms, the forecasts appear suboptimal: the forecast errors appear serially correlated and are evidently themselves forecastable using lagged slope and curvature. In relative terms, RMSE comparison at various maturities reveals that our forecasts, although slightly better than the random walk and slope regression forecasts, are indeed only very slightly better. Finally, the Diebold-Mariano (1995) statistics reported in Table 8 indicate universal insignificance of the RMSE differences between our 1-month-ahead forecasts and those form the other models.

The 1-month-ahead forecast defects likely come from a variety of sources, some of which could be eliminated. First, for example, pricing errors due to illiquidity may be highly persistent and could be reduced by forecasting the fitted yield curve rather than the “raw” curve, or by including variables that may explain mispricing, such as the repo spread. Second, as discussed above, we made no attempt to approximate the factor dynamics optimally; instead, we simply asserted and fit AR(1) conditional mean models. In our defense, it is worth noting that related papers such as Bliss (1997b) and de Jong (2000) also find serially correlated forecast errors, often with persistence much stronger than ours.

The 12-month-ahead forecasting results, reported in Table 7, reveal a marked improvement in our model’s performance at longer horizons. In particular, we distinctly outperform both the random walk and the slope regression at all maturities. The 12-month-ahead RMSE reductions afforded by our model relative to the random walk range from approximately twenty to forty basis points, large amounts from a bond pricing perspective, and they are greatest at medium maturities. The RMSE reductions relative to the slope regressions are even larger, approaching one hundred basis points at medium maturities. Five of the ten Diebold-Mariano statistics in Table 8 indicate 12-month-ahead RMSE superiority of our forecasts at the five percent level, and all ten indicate predictive superiority at the fifteen percent level. Nevertheless, the 12-month-ahead forecasts, like their 1-month-ahead counterparts, could be improved upon, because the forecast errors remain serially correlated and forecastable.\(^{16}\) It is worth noting,
however, that although all of the out-of-sample 12-month-ahead forecast errors appear forecastable using current slope, our errors appear noticeably less forecastable on the basis of current curvature than those from the random walk or slope regression models.

Finally, we compare our forecasting results to those of Duffee (2001), which indicate that even the simplest random walk forecasts dominate those from the Dai-Singleton (2000) affine model, which therefore appears largely useless for forecasting. The new essentially-affine models of Duffee (2001) forecast better than the random walk in most cases, which is appropriately viewed as a victory. A comparison of our results and Duffee’s, however, reveals that our three-factor model produces larger percentage reductions in out-of-sample RMSE relative to the random walk than does Duffee’s best essentially-affine model. Our forecasting success is particularly notable in light of the fact that Duffee forecasts only the smoothed yield curve, whereas we forecast the actual yield curve.

4. Concluding Remarks and Directions for Future Research

We have provided a new interpretation of the Nelson-Siegel yield curve as a modern three-factor model of level, slope and curvature, and we have explored the model’s performance in out-of-sample yield curve forecasting. The forecasting results at a 1-month horizon are no better than those of random walk and slope models, whereas the results at a 12-month horizon are strikingly superior. Here we discuss several variations and extensions of the basic modeling and forecasting framework developed thus far. In our view, all of them represent important directions for future research.

State-Space Representation and One-Step Estimation

Let us begin with a technical, but potentially useful and important, extension. To maximize clarity and intuitive appeal, in this paper we followed a two-step procedure, first estimating the level, slope and curvature factors, \( \beta_1, \beta_2, \) and \( \beta_3, \) and then modeling and forecasting them. Although we believe that we lost little by following the two-step approach, it is suboptimal relative to simultaneous estimation, which is facilitated by noticing that the model forms a state-space system. In an obvious vector notation, we have:

\[
y_t = Z \beta_t + \epsilon_t
\]

\[
\beta_t = c + A \beta_{t-1} + R \eta_t
\]

the forecasts were fully optimal, due to the overlap.
\[
\begin{pmatrix}
\eta_t \\
\varepsilon_t
\end{pmatrix}
\sim WN(0, \text{diag}(Q, H))
\]

\[
E(\beta_0 \varepsilon_t') = 0
\]

\[
E(\beta_0 \eta_t') = 0,
\]

\(t = 1, \ldots, T\). In particular, the measurement equation is

\[
\begin{pmatrix}
y_t(3) \\
y_t(6) \\
\vdots \\
y_t(120)
\end{pmatrix}
= \begin{pmatrix}
1 & \frac{1-e^{-3\lambda}}{3\lambda} & \frac{1-e^{-3\lambda}}{3\lambda} \\
1 & \frac{1-e^{-6\lambda}}{6\lambda} & \frac{1-e^{-6\lambda}}{6\lambda} \\
\vdots & \vdots & \vdots \\
1 & \frac{1-e^{-120\lambda}}{120\lambda} & \frac{1-e^{-120\lambda}}{120\lambda}
\end{pmatrix}
\begin{pmatrix}
\beta_1 \\
\beta_2 \\
\beta_3
\end{pmatrix}
+ \begin{pmatrix}
\varepsilon_t(3) \\
\varepsilon_t(6) \\
\vdots \\
\varepsilon_t(120)
\end{pmatrix},
\]

and the transition equation is

\[
\begin{pmatrix}
\beta_{1t} \\
\beta_{2t} \\
\beta_{3t}
\end{pmatrix}
= \begin{pmatrix}
c_1 \\
c_2 \\
c_3
\end{pmatrix}
+ \begin{pmatrix}
A_{11} & 0 & 0 \\
0 & A_{22} & 0 \\
0 & 0 & A_{33}
\end{pmatrix}
\begin{pmatrix}
\beta_{1,t-1} \\
\beta_{2,t-1} \\
\beta_{3,t-1}
\end{pmatrix}
+ \begin{pmatrix}
\sqrt{\omega_1 + \alpha_1 \eta_{1,t-1}^2 + \gamma_1 \sigma_{1,t-1}^2} & 0 & 0 \\
0 & \sqrt{\omega_2 + \alpha_2 \eta_{2,t-1}^2 + \gamma_2 \sigma_{2,t-1}^2} & 0 \\
0 & 0 & \sqrt{\omega_3 + \alpha_3 \eta_{3,t-1}^2 + \gamma_3 \sigma_{3,t-1}^2}
\end{pmatrix}
\begin{pmatrix}
\eta_{1t} \\
\eta_{2t} \\
\eta_{3t}
\end{pmatrix}.
\]

Maximum likelihood estimates are readily obtained via the Kalman filter in conjunction with the prediction-error decomposition of the likelihood, as are optimal extractions and forecasts of the latent level, slope and curvature factors. Extensions are readily accommodated, including allowing for richer dynamics, non-diagonal \(A\) and \(R\) matrices, and exogenous (e.g., macroeconomic) variables.

**Beyond Duration**

The most important single source of risk associated with holding a government bond is variation in interest rates; that is, the shifting yield curve. For a discount bond, this risk is directly linked to maturity; longer maturity bonds suffer greater price fluctuations than shorter maturity bonds for a given change in the level of the interest rates. For a coupon bond paying \(x_i\) units at time \(t_i\), \(i=1, 2, \ldots, n\), where \(t < t_1 < \ldots < t_n\), with price given by \(P_{ct} = \sum_{i=1}^{n} P(t_i) x_i\) with \(t_i = t_j - t\) as required to eliminate arbitrage.
opportunities, the corresponding risk measure is duration, which is a weighted average of the maturities of
the underlying discount bonds,
\[ D = \frac{\sum_{i=1}^{n} \tau_i P_j(\tau_i) x_i}{\sum_{i=1}^{n} P_j(\tau_i) x_i}. \]

It is well-known that duration is a valid measure of price risk only for parallel yield curve shifts. But in our model, and certainly in the real world, yield curves typically shift in non-parallel ways involving not only level, but also slope and curvature. However, we can easily generalize the notion of
duration to our multi-factor framework. For a given shift in the yield curve, the risk of a discount bond
with price \( P_j(\tau) \) with respect to the three factors is
\[ -\frac{dP_j(\tau)}{P_j(\tau)} = \tau dy_j(\tau) = \tau d\beta_{1t} + \left( \frac{1-e^{-\lambda \tau}}{\lambda} \right) d\beta_{2t} + \left( \frac{1-e^{-\lambda \tau}}{\lambda} - \tau e^{-\lambda \tau} \right) d\beta_{3t}. \]

Hence there are now three components of price risk, associated with the three loadings on \( d\beta_{1t}, d\beta_{2t} \) and
\( d\beta_{3t} \) in the above equation. The traditional duration measure corresponds to maturity, \( \tau \), which is the
loading on the level shock \( d\beta_{1t} \); that is why it is an adequate risk measure only for parallel yield curve
shifts. Generalized duration of course still tracks “level risk,” but two additional terms, corresponding to
slope and curvature risk, now feature prominently as well.

The notion of generalized duration is readily extended to coupon bonds. For a coupon bond
paying \( x_i \) units at time \( t_i \), \( i=1, 2, ..., n \), where \( t_i < t_{i+1} \), we define the corresponding three-factor
generalized duration as
\[ -\frac{dP_{cl}(\tau)}{P_{cl}(\tau)} = \sum_{i=1}^{n} w_i x_i \tau_i dy_i(\tau_i) = \sum_{i=1}^{n} \left( w_i x_i \frac{1-e^{-\lambda \tau_i}}{\lambda} \right) d\beta_{2t} + \sum_{i=1}^{n} \left( w_i x_i \frac{1-e^{-\lambda \tau_i}}{\lambda} - w_i x_i \tau_i e^{-\lambda \tau_i} \right) d\beta_{3t}, \]
where \( w_i = \frac{P_j(\tau_i)}{P_{cl}(\tau)}. \) Given that our three-factor model provides an accurate summary of yield-curve
dynamics, our generalized duration should provide an accurate summary of the risk exposure of a bond
portfolio, with immediate application to fixed income risk management. In future work, we plan to
pursue this idea, comparing generalized duration to the traditional Macaulay duration and to the stochastic
duration of Cox, Ingersoll and Ross (1979).

**Active Bond Portfolio Management**

Hedging and speculation are opposite sides of the same coin. Hence, as with any risk
management tool, generalized duration may also be used in a speculative mode. In particular, generalized
duration, by splitting bond price risk into components associated with yield curve level, slope and curvature shifts, suggests using separate forecasts of those components to guide active trading strategies.

Active bond portfolio managers attempt to profit from their views on changes in the level and shape of the yield curve. The so-called interest rate anticipation strategy, involving increasing portfolio duration when rates are expected to decline, and conversely, is an obvious way to take a position reflecting views regarding expected shifts in the level of the yield curve.

It is similarly straightforward to take positions reflecting views on the yield curve shape, as opposed to level. The yield curve can shift in various ways, but the two most common are (1) a downward shift combined with a steepening, and (2) an upward shift combined with a flattening.

Consider the effects of such yield curve movements on a bullet portfolio and a barbell portfolio, each with identical duration. A bullet portfolio has maturities centered at a single point on the yield curve. A barbell portfolio has maturities concentrated at two extreme points on the yield curve, with one maturity shorter and the other longer than that of the bullet portfolio. In general, the bullet will outperform if the yield curve steepens with long rates rising relative to short rates, because of the capital loss on the longer term bonds in the barbell portfolio. Conversely, if the yield curve flattens with long rates falling relative to short rates, the barbell will almost surely outperform because of the positive effect of capital gains on long term bonds.

Generalizations to Enhance Flexibility and to Maintain Consistency with Standard Interest Rate Processes

A number of authors have proposed extensions to Nelson-Siegel that enhance flexibility. For example, Bliss (1997b) extends the model to include two decay parameters. Beginning with the instantaneous forward rate curve,

\[ f_i(\tau) = \beta_{1i} + \beta_{2i} e^{-\lambda_{1i} \tau} + \beta_{3i} \lambda_{2i} \tau e^{-\lambda_{2i} \tau}, \]

we obtain the yield curve

\[ y_i(\tau) = \beta_{1i} + \beta_{2i} \left( \frac{1-e^{-\lambda_{1i} \tau}}{\lambda_{1i} \tau} \right) + \beta_{3i} \left( \frac{1-e^{-\lambda_{2i} \tau}}{\lambda_{2i} \tau} e^{-\lambda_{2i} \tau} \right). \]

Obviously the Bliss curve collapses to the original Nelson-Siegel curve when \( \lambda_{1i} = \lambda_{2i} \).

Soderlind and Svensson (1997) also extend Nelson-Siegel to allow for two decay parameters, albeit in a different way. They begin with the instantaneous forward rate curve,

\[ f_i(\tau) = \beta_{1i} + \beta_{2i} e^{-\lambda_{1i} \tau} + \beta_{3i} \lambda_{1i} \tau e^{-\lambda_{1i} \tau} + \beta_{4i} \lambda_{2i} \tau e^{-\lambda_{2i} \tau}, \]
which implies the yield curve

\[ y_t(\tau) = \beta_{11} + \beta_{21} \left( \frac{1 - e^{-\lambda_1 \tau}}{\lambda_1 \tau} \right) + \beta_{31} \left( \frac{1 - e^{-\lambda_1 \tau} - e^{-\lambda_2 \tau}}{\lambda_1 \tau} - e^{-\lambda_2 \tau} \right) + \beta_{41} \left( \frac{1 - e^{-\lambda_2 \tau}}{\lambda_2 \tau} - e^{-\lambda_2 \tau} \right). \]

The Soderlind-Svensson model allows for up to two humps in the yield curve, whereas the original Nelson-Siegel model allows only one.

A number of authors have also considered generalizations of Nelson-Siegel to maintain consistency with arbitrage-free pricing for certain short-rate processes. Björk and Christensen (1999) show that in the Heath-Jarrow-Morton (1992) framework with deterministic volatility, Nelson-Siegel forward-rate dynamics are inconsistent with standard interest rate processes, such as those of Ho and Lee (1986) and Hull and White (1990). By “inconsistent” we mean that if we start with a forward rate curve that satisfies Nelson-Siegel, and if interest rates subsequently evolve according to the Ho-Lee or Hull-White models, then the corresponding forward curves will not satisfy Nelson-Siegel. Filipovic (1999, 2000) extends this negative result to stochastic volatility environments.

Björk and Christensen (1999), however, show that a five-factor variant of the Nelson-Siegel forward rate curve,

\[ f_t(\tau) = \beta_{11} + \beta_{21} \tau + \beta_{31} e^{-\lambda \tau} + \beta_{41} \tau e^{-\lambda \tau} + \beta_{51} e^{-2\lambda \tau}, \]

is consistent not only with Ho-Lee and Hull-White, but also with the two-factor models studied in Heath, Jarrow and Morton (1992) under deterministic volatility.²⁷ Björk (2000), Björk and Landén (2000) and Björk and Svensson (2001) and provide additional insight into the sorts of term structure dynamics that are consistent with various forward curves.

From the perspective of interest rate forecasting accuracy, however, the desirability of the above generalizations of Nelson-Siegel is not obvious, which is why we did not pursue them here. For example, although the Bliss and Soderlind-Svensson extensions can have in-sample fit no worse than that of Nelson-Siegel, because they include Nelson-Siegel as a special case, there is no guarantee of better out-of-sample forecasting performance. Indeed, both the parsimony principle and accumulated experience suggest that parsimonious models are often more successful for out-of-sample forecasting.²⁸ Similarly, although consistency with some historically-popular interest rate processes is perhaps attractive ceterus paribus, it is not clear that insisting upon it would improve forecasts. Nevertheless, the serially correlated

---

²⁷ Note that \( \lambda \) is constant in the above expression, providing further justification for our assumption of constancy in our earlier empirical work.

²⁸ See Diebold (2001).
and forecastable errors produced by our three-factor model reveal the potential for improvement, perhaps
by adding additional factors, and if doing so would not only improve forecasting performance, but also
promote consistency with interest rate dynamics associated with modern arbitrage-free models, so much
the better. We look forward to exploring this possibility in future work.
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<table>
<thead>
<tr>
<th>Maturity (Months)</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>ˆ ρ(1)</th>
<th>ˆ ρ(12)</th>
<th>ˆ ρ(30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6.922</td>
<td>2.733</td>
<td>2.732</td>
<td>16.020</td>
<td>0.971</td>
<td>0.697</td>
<td>0.263</td>
</tr>
<tr>
<td>6</td>
<td>7.161</td>
<td>2.731</td>
<td>2.891</td>
<td>16.481</td>
<td>0.972</td>
<td>0.712</td>
<td>0.296</td>
</tr>
<tr>
<td>9</td>
<td>7.296</td>
<td>2.701</td>
<td>2.984</td>
<td>16.394</td>
<td>0.972</td>
<td>0.719</td>
<td>0.318</td>
</tr>
<tr>
<td>12</td>
<td>7.385</td>
<td>2.614</td>
<td>3.107</td>
<td>15.822</td>
<td>0.970</td>
<td>0.722</td>
<td>0.337</td>
</tr>
<tr>
<td>15</td>
<td>7.493</td>
<td>2.569</td>
<td>3.288</td>
<td>16.043</td>
<td>0.972</td>
<td>0.731</td>
<td>0.361</td>
</tr>
<tr>
<td>18</td>
<td>7.574</td>
<td>2.549</td>
<td>3.482</td>
<td>16.229</td>
<td>0.974</td>
<td>0.738</td>
<td>0.379</td>
</tr>
<tr>
<td>21</td>
<td>7.644</td>
<td>2.529</td>
<td>3.638</td>
<td>16.177</td>
<td>0.975</td>
<td>0.741</td>
<td>0.392</td>
</tr>
<tr>
<td>24</td>
<td>7.670</td>
<td>2.466</td>
<td>3.777</td>
<td>15.650</td>
<td>0.975</td>
<td>0.740</td>
<td>0.402</td>
</tr>
<tr>
<td>30</td>
<td>7.766</td>
<td>2.383</td>
<td>4.043</td>
<td>15.397</td>
<td>0.974</td>
<td>0.747</td>
<td>0.420</td>
</tr>
<tr>
<td>36</td>
<td>7.851</td>
<td>2.348</td>
<td>4.204</td>
<td>15.568</td>
<td>0.977</td>
<td>0.753</td>
<td>0.432</td>
</tr>
<tr>
<td>48</td>
<td>8.000</td>
<td>2.276</td>
<td>4.492</td>
<td>15.835</td>
<td>0.977</td>
<td>0.756</td>
<td>0.451</td>
</tr>
<tr>
<td>60</td>
<td>8.082</td>
<td>2.222</td>
<td>4.780</td>
<td>15.012</td>
<td>0.979</td>
<td>0.771</td>
<td>0.466</td>
</tr>
<tr>
<td>72</td>
<td>8.204</td>
<td>2.190</td>
<td>5.001</td>
<td>14.979</td>
<td>0.980</td>
<td>0.779</td>
<td>0.479</td>
</tr>
<tr>
<td>84</td>
<td>8.241</td>
<td>2.146</td>
<td>5.192</td>
<td>14.975</td>
<td>0.980</td>
<td>0.761</td>
<td>0.485</td>
</tr>
<tr>
<td>96</td>
<td>8.301</td>
<td>2.125</td>
<td>5.313</td>
<td>14.936</td>
<td>0.981</td>
<td>0.786</td>
<td>0.495</td>
</tr>
<tr>
<td>108</td>
<td>8.341</td>
<td>2.125</td>
<td>5.313</td>
<td>15.021</td>
<td>0.981</td>
<td>0.787</td>
<td>0.501</td>
</tr>
<tr>
<td>120 (level)</td>
<td>8.315</td>
<td>2.069</td>
<td>5.313</td>
<td>14.926</td>
<td>0.981</td>
<td>0.757</td>
<td>0.487</td>
</tr>
<tr>
<td>slope</td>
<td>1.393</td>
<td>1.453</td>
<td>-3.505</td>
<td>3.169</td>
<td>0.925</td>
<td>0.405</td>
<td>-0.153</td>
</tr>
<tr>
<td>curvature</td>
<td>0.103</td>
<td>0.715</td>
<td>-1.910</td>
<td>2.218</td>
<td>0.783</td>
<td>0.276</td>
<td>0.062</td>
</tr>
</tbody>
</table>

Notes: We present descriptive statistics for monthly yields at different maturities, and for the yield curve level, slope and curvature, where we define the level of the yield curve as the 10-year yield, the slope as the difference between the 10-year and 3-month yields, and the curvature as the twice the 2-year yield minus the sum of the 3-month and 10-year yields. The last three columns contain sample autocorrelations at displacements of 1, 12, and 30 months.
Table 2
Descriptive Statistics, Yield Curve Residuals

<table>
<thead>
<tr>
<th>Maturity (Months)</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Min.</th>
<th>Max.</th>
<th>MAE</th>
<th>RMSE</th>
<th>( \hat{\rho}(1) )</th>
<th>( \hat{\rho}(12) )</th>
<th>( \hat{\rho}(30) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>-0.075</td>
<td>0.144</td>
<td>-0.736</td>
<td>0.298</td>
<td>0.112</td>
<td>0.162</td>
<td>0.692</td>
<td>0.360</td>
<td>0.013</td>
</tr>
<tr>
<td>6</td>
<td>0.025</td>
<td>0.075</td>
<td>-0.250</td>
<td>0.313</td>
<td>0.055</td>
<td>0.079</td>
<td>0.479</td>
<td>0.438</td>
<td>0.146</td>
</tr>
<tr>
<td>9</td>
<td>0.038</td>
<td>0.117</td>
<td>-0.216</td>
<td>0.733</td>
<td>0.085</td>
<td>0.123</td>
<td>0.691</td>
<td>0.511</td>
<td>0.070</td>
</tr>
<tr>
<td>12</td>
<td>0.020</td>
<td>0.110</td>
<td>-0.463</td>
<td>0.441</td>
<td>0.082</td>
<td>0.111</td>
<td>0.479</td>
<td>0.224</td>
<td>-0.144</td>
</tr>
<tr>
<td>15</td>
<td>0.032</td>
<td>0.093</td>
<td>-0.469</td>
<td>0.398</td>
<td>0.075</td>
<td>0.098</td>
<td>0.525</td>
<td>0.053</td>
<td>-0.083</td>
</tr>
<tr>
<td>18</td>
<td>0.030</td>
<td>0.081</td>
<td>-0.340</td>
<td>0.438</td>
<td>0.063</td>
<td>0.081</td>
<td>0.512</td>
<td>0.256</td>
<td>0.119</td>
</tr>
<tr>
<td>21</td>
<td>0.024</td>
<td>0.078</td>
<td>-0.200</td>
<td>0.360</td>
<td>0.057</td>
<td>0.086</td>
<td>0.582</td>
<td>0.359</td>
<td>0.211</td>
</tr>
<tr>
<td>24</td>
<td>-0.017</td>
<td>0.070</td>
<td>-0.327</td>
<td>0.334</td>
<td>0.049</td>
<td>0.072</td>
<td>0.416</td>
<td>0.150</td>
<td>-0.042</td>
</tr>
<tr>
<td>30</td>
<td>-0.035</td>
<td>0.071</td>
<td>-0.423</td>
<td>0.204</td>
<td>0.052</td>
<td>0.079</td>
<td>0.456</td>
<td>0.295</td>
<td>0.093</td>
</tr>
<tr>
<td>36</td>
<td>-0.041</td>
<td>0.077</td>
<td>-0.368</td>
<td>0.472</td>
<td>0.064</td>
<td>0.087</td>
<td>0.266</td>
<td>0.144</td>
<td>0.010</td>
</tr>
<tr>
<td>48</td>
<td>-0.028</td>
<td>0.109</td>
<td>-0.573</td>
<td>0.410</td>
<td>0.081</td>
<td>0.112</td>
<td>0.458</td>
<td>-0.021</td>
<td>0.007</td>
</tr>
<tr>
<td>60</td>
<td>-0.039</td>
<td>0.093</td>
<td>-0.419</td>
<td>0.273</td>
<td>0.080</td>
<td>0.100</td>
<td>0.679</td>
<td>-0.100</td>
<td>0.181</td>
</tr>
<tr>
<td>72</td>
<td>0.015</td>
<td>0.112</td>
<td>-0.558</td>
<td>0.413</td>
<td>0.080</td>
<td>0.113</td>
<td>0.584</td>
<td>0.051</td>
<td>0.066</td>
</tr>
<tr>
<td>84</td>
<td>0.003</td>
<td>0.100</td>
<td>-0.456</td>
<td>0.337</td>
<td>0.069</td>
<td>0.099</td>
<td>0.520</td>
<td>-0.105</td>
<td>0.041</td>
</tr>
<tr>
<td>96</td>
<td>0.026</td>
<td>0.092</td>
<td>-0.250</td>
<td>0.413</td>
<td>0.064</td>
<td>0.096</td>
<td>0.772</td>
<td>0.008</td>
<td>-0.187</td>
</tr>
<tr>
<td>108</td>
<td>0.035</td>
<td>0.122</td>
<td>-0.343</td>
<td>0.920</td>
<td>0.080</td>
<td>0.127</td>
<td>0.822</td>
<td>-0.142</td>
<td>0.085</td>
</tr>
<tr>
<td>120</td>
<td>-0.014</td>
<td>0.137</td>
<td>-0.754</td>
<td>0.356</td>
<td>0.094</td>
<td>0.137</td>
<td>0.669</td>
<td>0.077</td>
<td>-0.074</td>
</tr>
</tbody>
</table>

Notes: We fit the three-factor Nelson-Siegel model,

\[
y_t(\tau) = \beta_{1t} + \beta_{2t} \left( \frac{1-e^{-\lambda_1 \tau}}{\lambda_1 \tau} \right) + \beta_{3t} \left( \frac{1-e^{-\lambda_2 \tau}}{\lambda_2 \tau} - e^{-\lambda_3 \tau} \right),
\]

using monthly yield data 1970:01-1997:12, with \( \lambda \) fixed at 0.002, and we present descriptive statistics for the corresponding residuals at various maturities. The last three columns contain residual sample autocorrelations at displacements of 1, 12, and 30 months.
Table 3
Descriptive Statistics, Estimated Factors

<table>
<thead>
<tr>
<th>Factor</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Minimum</th>
<th>Maximum</th>
<th>( \hat{\rho}(1) )</th>
<th>( \hat{\rho}(12) )</th>
<th>( \hat{\rho}(30) )</th>
<th>ADF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\beta}_1 )</td>
<td>8.545</td>
<td>1.977</td>
<td>5.693</td>
<td>14.186</td>
<td>0.980</td>
<td>0.785</td>
<td>0.492</td>
<td>-1.264</td>
</tr>
<tr>
<td>( \hat{\beta}_2 )</td>
<td>-1.704</td>
<td>1.961</td>
<td>-5.616</td>
<td>5.257</td>
<td>0.940</td>
<td>0.483</td>
<td>-0.118</td>
<td>-3.507</td>
</tr>
<tr>
<td>( \hat{\beta}_3 )</td>
<td>0.129</td>
<td>1.851</td>
<td>-5.250</td>
<td>7.732</td>
<td>0.783</td>
<td>0.219</td>
<td>0.045</td>
<td>-5.754</td>
</tr>
</tbody>
</table>

Notes: We fit the three-factor Nelson-Siegel model using monthly yield data 1970:01-1997:12, with \( \lambda \) fixed at 0.002, and we present descriptive statistics for the time series of three estimated factors \( \{ \hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3 \} \). The last column contains augmented Dickey-Fuller (ADF) unit root test statistics, and the three columns to its left contain sample autocorrelations at displacements of 1, 12, and 30 months.
<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
<th>SIC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\beta}_{1t}$</td>
<td>$\hat{\beta}_{2t}$</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.755</td>
<td>1.996</td>
</tr>
<tr>
<td>AR(2)</td>
<td>0.758</td>
<td>1.986</td>
</tr>
<tr>
<td>AR(3)</td>
<td>0.766</td>
<td>1.988</td>
</tr>
<tr>
<td>AR(1)-GARCH(1,1)</td>
<td>0.664</td>
<td>1.493</td>
</tr>
<tr>
<td>AR(1)-GARCH(1,2)</td>
<td>0.663</td>
<td>1.496</td>
</tr>
<tr>
<td>AR(1)-GARCH(2,1)</td>
<td>0.722</td>
<td>1.497</td>
</tr>
<tr>
<td>AR(1)-GARCH(2,2)</td>
<td>0.682</td>
<td>1.500</td>
</tr>
<tr>
<td>AR(2)-GARCH(1,1)</td>
<td>0.670</td>
<td>1.486</td>
</tr>
<tr>
<td>AR(2)-GARCH(1,2)</td>
<td>0.733</td>
<td>1.490</td>
</tr>
<tr>
<td>AR(2)-GARCH(2,1)</td>
<td>0.740</td>
<td>1.488</td>
</tr>
<tr>
<td>AR(2)-GARCH(2,2)</td>
<td>0.728</td>
<td>1.493</td>
</tr>
<tr>
<td>AR(3)-GARCH(1,1)</td>
<td>0.673</td>
<td>1.489</td>
</tr>
<tr>
<td>AR(3)-GARCH(1,2)</td>
<td>0.740</td>
<td>1.492</td>
</tr>
<tr>
<td>AR(3)-GARCH(2,1)</td>
<td>0.709</td>
<td>1.493</td>
</tr>
<tr>
<td>AR(3)-GARCH(2,2)</td>
<td>0.679</td>
<td>1.496</td>
</tr>
</tbody>
</table>

Notes: We report the Akaike and Schwarz Information Criteria (AIC and SIC) for a variety of univariate AR($p$)-GARCH($k$, $q$) models fit to the estimated level, slope, and curvature factors, $\hat{\beta}_{1t}$, $\hat{\beta}_{2t}$, and $\hat{\beta}_{3t}$, on the full sample 1970:1-1997:12.
Table 5  
Univariate AR(1)-GARCH(1,1) Estimation Results

<table>
<thead>
<tr>
<th>Factor</th>
<th>Conditional Mean Function</th>
<th>Conditional Variance Function</th>
<th>$\bar{R}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$c$</td>
<td>$\varphi$</td>
<td>$\omega$</td>
</tr>
<tr>
<td>$\hat{\beta}_{1t}$</td>
<td>0.121</td>
<td>0.984</td>
<td>0.0064</td>
</tr>
<tr>
<td></td>
<td>(1.502)</td>
<td>(105.284)</td>
<td>(1.982)</td>
</tr>
<tr>
<td>$\hat{\beta}_{2t}$</td>
<td>-0.034</td>
<td>0.973</td>
<td>0.0198</td>
</tr>
<tr>
<td></td>
<td>(-1.024)</td>
<td>(78.796)</td>
<td>(2.425)</td>
</tr>
<tr>
<td>$\hat{\beta}_{3t}$</td>
<td>0.047</td>
<td>0.834</td>
<td>0.1005</td>
</tr>
<tr>
<td></td>
<td>(0.888)</td>
<td>(23.743)</td>
<td>(2.945)</td>
</tr>
</tbody>
</table>

Residual Diagnostics

<table>
<thead>
<tr>
<th>Residuals</th>
<th>Std. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>$\hat{\rho}(1)$</th>
<th>$\hat{\rho}(12)$</th>
<th>$\hat{\rho}(30)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\varepsilon}_{1t}$</td>
<td>0.351</td>
<td>-0.277</td>
<td>4.200</td>
<td>-0.065</td>
<td>-0.042</td>
<td>0.040</td>
</tr>
<tr>
<td>$\hat{\varepsilon}_{2t}$</td>
<td>0.656</td>
<td>-1.302</td>
<td>12.438</td>
<td>0.101</td>
<td>-0.171</td>
<td>-0.018</td>
</tr>
<tr>
<td>$\hat{\varepsilon}_{3t}$</td>
<td>1.154</td>
<td>0.531</td>
<td>6.108</td>
<td>-0.075</td>
<td>0.122</td>
<td>0.088</td>
</tr>
</tbody>
</table>

Notes: We present estimation results and residual diagnostics for univariate AR(1)-GARCH(1,1) models fit to the estimated level, slope, and curvature factors, $\hat{\beta}_{1t}$, $\hat{\beta}_{2t}$, and $\hat{\beta}_{3t}$. Asymptotic t-statistics appear in parentheses. The last three columns of residual diagnostics are residual sample autocorrelations at displacements of 1, 12, and 30 months.
Table 6
Out-of-Sample 1-Month-Ahead Forecasting Results, Post-1985

Nelson-Siegel Using Underlying Univariate AR(1)-GARCH(1,1) Models of Level, Slope and Curvature

<table>
<thead>
<tr>
<th>Maturity (τ)</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>RMSE</th>
<th>ˆρ(1)</th>
<th>ˆρ(12)</th>
<th>Slope Coefficient</th>
<th>Curvature Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>-0.030</td>
<td>0.154</td>
<td>0.155</td>
<td>0.241</td>
<td>-0.026</td>
<td>0.080 (0.029)</td>
<td>0.013 (0.047)</td>
</tr>
<tr>
<td>1 year</td>
<td>0.045</td>
<td>0.259</td>
<td>0.261</td>
<td>0.540</td>
<td>-0.249</td>
<td>0.181 (0.042)</td>
<td>-0.053 (0.070)</td>
</tr>
<tr>
<td>3 years</td>
<td>-0.033</td>
<td>0.295</td>
<td>0.294</td>
<td>0.383</td>
<td>-0.189</td>
<td>0.144 (0.047)</td>
<td>-0.194 (0.079)</td>
</tr>
<tr>
<td>5 years</td>
<td>-0.092</td>
<td>0.293</td>
<td>0.304</td>
<td>0.358</td>
<td>-0.156</td>
<td>0.144 (0.043)</td>
<td>-0.179 (0.074)</td>
</tr>
<tr>
<td>10 years</td>
<td>-0.015</td>
<td>0.273</td>
<td>0.271</td>
<td>0.309</td>
<td>-0.126</td>
<td>0.138 (0.035)</td>
<td>-0.151 (0.071)</td>
</tr>
</tbody>
</table>

Random Walk

<table>
<thead>
<tr>
<th>Maturity (τ)</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>RMSE</th>
<th>ˆρ(1)</th>
<th>ˆρ(12)</th>
<th>Slope Coefficient</th>
<th>Curvature Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>0.047</td>
<td>0.168</td>
<td>0.173</td>
<td>0.300</td>
<td>-0.041</td>
<td>0.122 (0.025)</td>
<td>0.023 (0.032)</td>
</tr>
<tr>
<td>1 year</td>
<td>0.037</td>
<td>0.259</td>
<td>0.259</td>
<td>0.420</td>
<td>-0.175</td>
<td>0.158 (0.044)</td>
<td>-0.170 (0.071)</td>
</tr>
<tr>
<td>3 years</td>
<td>0.024</td>
<td>0.299</td>
<td>0.296</td>
<td>0.398</td>
<td>-0.209</td>
<td>0.153 (0.044)</td>
<td>-0.262 (0.071)</td>
</tr>
<tr>
<td>5 years</td>
<td>0.009</td>
<td>0.296</td>
<td>0.293</td>
<td>0.311</td>
<td>-0.165</td>
<td>0.125 (0.042)</td>
<td>-0.248 (0.073)</td>
</tr>
<tr>
<td>10 years</td>
<td>-0.007</td>
<td>0.277</td>
<td>0.275</td>
<td>0.246</td>
<td>-0.108</td>
<td>0.095 (0.037)</td>
<td>-0.218 (0.071)</td>
</tr>
</tbody>
</table>

Slope Regression

<table>
<thead>
<tr>
<th>Maturity (τ)</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>RMSE</th>
<th>ˆρ(1)</th>
<th>ˆρ(12)</th>
<th>Slope Coefficient</th>
<th>Curvature Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>0.083</td>
<td>0.162</td>
<td>0.180</td>
<td>0.251</td>
<td>-0.020</td>
<td>0.112 (0.025)</td>
<td>0.009 (0.033)</td>
</tr>
<tr>
<td>1 year</td>
<td>0.075</td>
<td>0.258</td>
<td>0.267</td>
<td>0.404</td>
<td>-0.173</td>
<td>0.152 (0.044)</td>
<td>-0.191 (0.070)</td>
</tr>
<tr>
<td>3 years</td>
<td>0.060</td>
<td>0.304</td>
<td>0.306</td>
<td>0.411</td>
<td>-0.216</td>
<td>0.160 (0.043)</td>
<td>-0.284 (0.071)</td>
</tr>
<tr>
<td>5 years</td>
<td>0.044</td>
<td>0.301</td>
<td>0.301</td>
<td>0.333</td>
<td>-0.175</td>
<td>0.137 (0.042)</td>
<td>-0.268 (0.073)</td>
</tr>
<tr>
<td>10 years</td>
<td>0.023</td>
<td>0.283</td>
<td>0.281</td>
<td>0.280</td>
<td>-0.123</td>
<td>0.112 (0.037)</td>
<td>-0.234 (0.071)</td>
</tr>
</tbody>
</table>

Notes: We present the results of out-of-sample 1-month-ahead forecasting using three models. In the first, we forecast the term structure using the three-factor model with univariate AR(1)-GARCH(1,1) models for level, slope and curvature. In the second, we forecast using a vector random walk. In the third, we forecast using a regression that relates 1-month-ahead interest rate changes to the current yield curve slope. We estimate the models recursively from 1985:1 to the time that the forecast is made, beginning in 1994:1 and extending through 1997:12. We define forecast errors at t +1 as y_t +1(τ) − y^f_t(τ), and we report descriptive statistics of the forecast errors. The final two columns report the coefficients obtained by regressing the forecast error y_t +1(τ) − y^f_t(τ) on the yield curve slope and curvature at time t. Asymptotic HAC standard errors appear in parentheses.
### Table 7
Out-of-Sample 12-month-Ahead Forecasting Results, Post-1985

Nelson-Siegel Using Underlying Univariate AR(1)-GARCH(1,1) Models of Level, Slope and Curvature

<table>
<thead>
<tr>
<th>Maturity (τ)</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>RMSE</th>
<th>( \hat{\rho}(12) )</th>
<th>( \hat{\rho}(24) )</th>
<th>Slope Coefficient</th>
<th>Curvature Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>0.072</td>
<td>0.891</td>
<td>0.884</td>
<td>-0.307</td>
<td>-0.161</td>
<td>0.587 (0.164)</td>
<td>0.010 (0.294)</td>
</tr>
<tr>
<td>1 year</td>
<td>0.124</td>
<td>0.982</td>
<td>0.979</td>
<td>-0.344</td>
<td>-0.073</td>
<td>0.433 (0.180)</td>
<td>-0.448 (0.315)</td>
</tr>
<tr>
<td>3 years</td>
<td>-0.108</td>
<td>0.973</td>
<td>0.969</td>
<td>-0.497</td>
<td>0.103</td>
<td>0.138 (0.174)</td>
<td>-0.769 (0.308)</td>
</tr>
<tr>
<td>5 years</td>
<td>-0.300</td>
<td>0.925</td>
<td>0.963</td>
<td>-0.547</td>
<td>0.169</td>
<td>0.022 (0.161)</td>
<td>-0.814 (0.285)</td>
</tr>
<tr>
<td>10 years</td>
<td>-0.391</td>
<td>0.829</td>
<td>0.909</td>
<td>-0.578</td>
<td>0.241</td>
<td>-0.059 (0.142)</td>
<td>-0.763 (0.256)</td>
</tr>
</tbody>
</table>

Random Walk

<table>
<thead>
<tr>
<th>Maturity (τ)</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>RMSE</th>
<th>( \hat{\rho}(12) )</th>
<th>( \hat{\rho}(24) )</th>
<th>Slope Coefficient</th>
<th>Curvature Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>0.540</td>
<td>1.015</td>
<td>1.140</td>
<td>-0.182</td>
<td>-0.222</td>
<td>0.645 (0.173)</td>
<td>-0.325 (0.281)</td>
</tr>
<tr>
<td>1 year</td>
<td>0.533</td>
<td>1.274</td>
<td>1.369</td>
<td>-0.326</td>
<td>-0.045</td>
<td>0.417 (0.188)</td>
<td>-1.139 (0.326)</td>
</tr>
<tr>
<td>3 years</td>
<td>0.388</td>
<td>1.350</td>
<td>1.391</td>
<td>-0.482</td>
<td>0.111</td>
<td>0.122 (0.184)</td>
<td>-1.504 (0.313)</td>
</tr>
<tr>
<td>5 years</td>
<td>0.239</td>
<td>1.272</td>
<td>1.281</td>
<td>-0.552</td>
<td>0.179</td>
<td>-0.032 (0.173)</td>
<td>-1.479 (0.289)</td>
</tr>
<tr>
<td>10 years</td>
<td>0.040</td>
<td>1.103</td>
<td>1.092</td>
<td>-0.602</td>
<td>0.241</td>
<td>-0.131 (0.148)</td>
<td>-1.294 (0.258)</td>
</tr>
</tbody>
</table>

Slope Regression

<table>
<thead>
<tr>
<th>Maturity (τ)</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>RMSE</th>
<th>( \hat{\rho}(12) )</th>
<th>( \hat{\rho}(24) )</th>
<th>Slope Coefficient</th>
<th>Curvature Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 months</td>
<td>1.195</td>
<td>0.932</td>
<td>1.510</td>
<td>-0.293</td>
<td>-0.100</td>
<td>0.450 (0.178)</td>
<td>-0.435 (0.283)</td>
</tr>
<tr>
<td>1 year</td>
<td>1.243</td>
<td>1.332</td>
<td>1.812</td>
<td>-0.355</td>
<td>-0.004</td>
<td>0.365 (0.189)</td>
<td>-1.309 (0.321)</td>
</tr>
<tr>
<td>3 years</td>
<td>1.098</td>
<td>1.513</td>
<td>1.857</td>
<td>-0.376</td>
<td>0.040</td>
<td>0.310 (0.186)</td>
<td>-1.676 (0.311)</td>
</tr>
<tr>
<td>5 years</td>
<td>0.924</td>
<td>1.450</td>
<td>1.707</td>
<td>-0.379</td>
<td>0.056</td>
<td>0.271 (0.173)</td>
<td>-1.634 (0.289)</td>
</tr>
<tr>
<td>10 years</td>
<td>0.653</td>
<td>1.299</td>
<td>1.441</td>
<td>-0.322</td>
<td>0.035</td>
<td>0.307 (0.148)</td>
<td>-1.431 (0.256)</td>
</tr>
</tbody>
</table>

Notes: We present the results of out-of-sample 12-month-ahead forecasting using three models. In the first, we forecast the term structure using the three-factor model with univariate AR(1)-GARCH(1,1) models for level, slope and curvature. In the second, we forecast using a vector random walk. In the third, we forecast using a regression that relates 12-month-ahead interest rate changes to the current yield curve slope. We estimate the models recursively from 1985:1 to the time that the forecast is made, beginning in 1994:1 and extending through 1997:12. We define forecast errors at \( t +12 \) as \( y_{t+12}(\tau) - \hat{y}_t^f(\tau) \), and we report descriptive statistics of the forecast errors. The final two columns report the coefficients obtained by regressing the forecast error \( y_{t+12}(\tau) - \hat{y}_t^f(\tau) \) on the yield curve slope and curvature at time \( t \). Asymptotic HAC standard errors appear in parentheses.
Table 8
Out-of-Sample Forecast Accuracy Comparison, Post-1985

<table>
<thead>
<tr>
<th>Maturity (τ)</th>
<th>1-Month Horizon</th>
<th>12-Month Horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>against RW</td>
<td>against slope</td>
</tr>
<tr>
<td>3 months</td>
<td>-0.887</td>
<td>-1.041</td>
</tr>
<tr>
<td>1 year</td>
<td>0.115</td>
<td>-0.478</td>
</tr>
<tr>
<td>3 years</td>
<td>-0.174</td>
<td>-0.582</td>
</tr>
<tr>
<td>5 years</td>
<td>0.529</td>
<td>0.095</td>
</tr>
<tr>
<td>10 years</td>
<td>-0.341</td>
<td>-0.682</td>
</tr>
</tbody>
</table>

Notes: We present Diebold-Mariano forecast accuracy comparison tests of our three-factor model forecasts against those of the Random Walk model (RW) and the slope model (slope). The null hypothesis is that the two forecasts have the same mean squared error. Negative values indicate superiority of our three-factor model forecasts, and asterisks denote significance relative to the asymptotic null distribution at the five percent level.
Notes: We plot the factor loadings in the Nelson-Siegel three-factor model,

\[ y(\tau) = \beta_1 \tau + \beta_2 \left( \frac{1 - e^{-\lambda_1 \tau}}{\lambda_1 \tau} \right) + \beta_3 \left( \frac{1 - e^{-\lambda_2 \tau}}{\lambda_2 \tau} - e^{-\lambda_3 \tau} \right) \]

where the three factors are \( \beta_1, \beta_2, \) and \( \beta_3, \) the associated loadings are 1, \( \frac{1 - e^{-\lambda_1 \tau}}{\lambda_1 \tau}, \) and \( \frac{1 - e^{-\lambda_2 \tau}}{\lambda_2 \tau} - e^{-\lambda_3 \tau}, \) and \( \tau \) denotes maturity. We fix \( \lambda_1 = 0.002. \)
Figure 2
Yield Curve, 1970 - 1997

Notes: The sample consists of monthly yield data from January 1970 to December 1997 at maturities of 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108, and 120 months.
Notes: In the left panel we present time-series plots of yield curve level, slope and curvature, as defined in Table 1, and in the right panel we plot their sample autocorrelations, to a displacement of 60 months, along with Bartlett’s approximate 95% confidence bands.
Figure 4
Median Yield Curve with Pointwise Interquartile Ranges

Notes: For each maturity, we plot the median yield along with the twenty-fifth and seventy-fifth percentiles.
Figure 5
RMSE of Nelson-Siegel Residuals with Estimated vs. Fixed $\lambda_t$

Notes: In the top panel, we plot the Nelson-Siegel RMSE over time (averaged over maturity), and in the bottom panel we plot it by maturity (averaged over time). In both panels, the solid line corresponds to $\lambda_t$ estimated and the dotted line correspond to $\lambda_t$ fixed at 0.002.
Notes: We show the actual average yield curve and the fitted average yield curve implied by the Nelson-Siegel model, obtained by evaluating the Nelson-Siegel function at the mean values of $\hat{\beta}_1$, $\hat{\beta}_2$, and $\hat{\beta}_3$, from Table 3.
Figure 7
Fitted Nelson-Siegel Yield Curves

Notes: We plot fitted Nelson-Siegel yield curves for selected dates, together with actual yields. See text for details.
Figure 8
Nelson-Siegel Yield Curve Residuals

Notes: We plot residuals from Nelson-Siegel yield curves fitted month-by-month. See text for details.
Figure 9
Estimated Factors vs. Level, Slope and Curvature

Solid Line: $\hat{\beta}_1$, Dotted Line: Level

Solid Line: $-\hat{\beta}_2$, Dotted Line: Slope

Solid Line: $0.3\hat{\beta}_3$, Dotted Line: Curvature

Notes: The level, slope and curvature of the yield curve are defined in Table 1. Throughout, we fix $\lambda_y$ at 0.002.
Figure 10
Sample Autocorrelations and Partial Autocorrelation of Estimated Factors

Notes: We plot the sample autocorrelations and partial autocorrelations of the three estimated factors $\hat{\beta}_{1t}$, $\hat{\beta}_{2t}$, and $\hat{\beta}_{3t}$, along with Barlett’s approximate 95% confidence bands.
Figure 11
Model Residuals: Time Series Plots, Correlograms and Histograms

Notes: We show time series plots, correlograms and histograms of residuals \{\hat{\varepsilon}_1, \hat{\varepsilon}_2, \hat{\varepsilon}_3\} from AR(1)-GARCH(1,1) models fit to the estimated factors \{\hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3\}. See text for details.
Figure 12
Squared Standardized Model Residuals: Time Series Plots, Correlograms and Histograms

Plot of $\hat{\varepsilon}_1^2 / \hat{\sigma}_1^2$

Correlogram of $\hat{\varepsilon}_1^2 / \hat{\sigma}_1^2$

Histogram of $\hat{\varepsilon}_1^2 / \hat{\sigma}_1^2$

Plot of $\hat{\varepsilon}_2^2 / \hat{\sigma}_2^2$

Correlogram of $\hat{\varepsilon}_2^2 / \hat{\sigma}_2^2$

Histogram of $\hat{\varepsilon}_2^2 / \hat{\sigma}_2^2$

Plot of $\hat{\varepsilon}_3^2 / \hat{\sigma}_3^2$

Correlogram of $\hat{\varepsilon}_3^2 / \hat{\sigma}_3^2$

Histogram of $\hat{\varepsilon}_3^2 / \hat{\sigma}_3^2$

Notes: We show time series plots, correlograms and histograms of squared standardized residuals $\hat{\varepsilon}_i^2 / \hat{\sigma}_i^2$ from AR(1)-GARCH(1,1) models fit to the estimated factors $\{\hat{\beta}_{1i}, \hat{\beta}_{2i}, \hat{\beta}_{3i}\}$. See text for details.