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Solution to Exercise 14.11

*14.11 Consider the model with typical DGP

p
yi =Y Bit' +y1+oe, e ~IID(0,1). (14.79)
1=0

Show that the z and 7 statistics from the testing regression

p+1

Ay = Z%‘ti +(B—1Dyi—1+es
i=0

are pivotal when the DGP is (14.79) and the distribution of the white-noise
process €¢ is known.

We saw in Exercise 14.5 that the DGP
yr = Bo + Bit + Bat® + yi1 +uy,  up ~ 1ID(0,0?),
is equivalent to
Ye = Yo + Bot + B t(t+ 1) + Bagt(t + 1)(2t + 1) + owr, (S14.07)

where w; is a standardized random walk, and where the right-hand side can

be written as
3

Yo + Z vit" + ow,
i=1
with a suitable definition of the v;, i = 1,2, 3. The result of Exercise 14.5 was
extended in such a way that we saw that the DGP (14.79) is equivalent to

p+1

Yt = Yo + Z Yit" + owy, (514.08)
i=1

again with an appropriate definition of the ;. An implication of the equiva-
lence of (14.79) and (S14.08) is that the z and T statistics generally depend
on the ~;. Expression (14.17) shows that this is the case for z whenever p = 0
and the testing regression does not include a constant term.

Now suppose that we include t%, for i = 0,...,p+1, in the DF test regression.
Let T denote the matrix of these deterministic regressors. It is an n x (p +2)
matrix of which the first column is a vector of 1s, the second column has
typical element ¢, the third column has typical element t?, and so on. Let
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M7 denote the matrix that projects orthogonally on to 8§+ (T'). By the FWL
Theorem, the DF test regression is equivalent to the FWL regression

MrAy = (B8 —-1)Mry_, +e,

where the notation should be obvious. Therefore, we can write the Dickey-
Fuller z statistic as -
n y_ MrAy

z= .
yleTy—1

Since the data are generated by equation (S14.08), My annihilates the con-
stant term gy and all the trend terms, and we see that Mry_; is equal
to ocMrw_q, where w_; is a vector with typical element w;_;. Similarly,
MrAy is equal to oMy (w —w_1). Thus

o*w! Mrp(w—w_;) nwl—lMT('w —w_1)

z=n 2049 1 - T
g 'w_lMTw_l 'w_lMTw_l

The rightmost expression here is evidently pivotal if the distribution of the
error terms is known, since it depends only on the deterministic variables in T’
and the standardized random walk process.

Similarly, we can write the Dickey-Fuller 7 statistic as

r= (AyTMTMMTylMTAy)”Q yl, MrAy
n—p-—3 (y! ,Mry_1)'/?’

Under the DGP (S14.08), we can once again replace Mry_1 by o Mrw_;
and MrAy by o Mr(w — w_1). Thus the test statistic depends only on T,
w, and o. But the various powers of ¢ cancel, and we are left with

((w — 'w_l)TMTMMTw_lMT(w — w_l))_l/2 wLMT(’w —w_1)

n—p—3 (w',Mrw_,)1/2 "’

which again is evidently pivotal when the distribution of the ¢; is known.
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